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Abstract

Solar atmosphere is permeated with magnetic fields of various spatial scales

that exhibit dynamics in various temporal scales. Study of so called active regions

and their magnetic field measurements are of paramount importance in under-

standing the solar atmospheric dynamics and energetic events. Although magnetic

field maps of photosphere are produced with great regularity, the same cannot be

said for chromosphere. Unique conditions offered by chromosphere such as be-

ing close to force-free state facilitate better modeling of solar magnetic fields with

chromospheric magnetic field measurements.

Magnetic field measurements at chromospheric heights are relatively challeng-

ing owing to factors such as (1) lower sensitivity of spectral lines to the magnetic

fields, (2) difficulties in modeling the spectral lines, and (3) weaker magnetic field

strength at these heights. In this thesis, we present instrumentation aspects of So-

lar Scanning Polarimeter that has been installed at Kodaikanal Tower-tunnel Tele-

scope of Kodaikanal Solar Observatory to measure the active region magnetic fields

at chromospheric level, using spectropolarimetry and Zeeman diagnostics of Ca II

8542 Å spectral line. In chapter 1, magnetic fields of active regions, their properties

and their role in solar dynamics are discussed. Motivation for the thesis to measure

chromospheric magnetic fields is explained.

In chapter 2, design and development of Solar Scanning Polarimeter, and po-

larimetry strategy are discussed. Telescope instrumental polarization has been re-

visited and a possible way to reduce it has been proposed. Instrument controls and

operating software are briefly described, along with testing of polarization optics.

In chapter 3, polarimetric data acquisition, calibration of the instrument, obser-

vations and corrections for instrumental polarization are presented. Polarimetric

accuracy and sensitivity are estimated to be few times 10−2 and 10−3 respectively.

Line-of-sight magnetic field map that is synthesized from corrected Stokes profiles

using Weak Fields Approximation is presented. Main challenges such as low raster

image resolution due to image motion and difficulty in computing transverse mag-

netic field due to low signal-to-noise ratio are addressed. In chapter 4, design,



x

development and testing of Image Stabilization System are described. Its develop-

ment is aimed to reduce image motion induced due to telescope system and seeing.

Correlation tracking of sunspot is used to evaluate its performance, and with an ac-

quisition and correction rate of 563 Hz, closed loop correction bandwidth of 110 Hz

is achieved.

In chapter 5, a pilot study of correlation between observed chromospheric mag-

netic field and modeled chromospheric magnetic field (obtained from potential ex-

trapolation using photospheric magnetograms) in the active regions is discussed.

In this context, probable formation height of chromospheric spectral line (Ca II

8542 Å) in the active regions is indicated. In chapter 6, thesis is summarized and

future scope and needs are outlined.
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Chapter 1

Introduction

1.1 The Sun

In pursuit of study of the celestial bodies, the Sun stands out in the ancient and

modern times alike. Understanding the Sun has a multi-fold motive. It is a space

laboratory whose prevailing conditions cannot be replicated on earth, giving rise to

unique opportunities to study high energy and plasma physics. It is a very common

type of star that happens to be closest to the earth, thus enabling study of the Sun in

greater detail and making it a template to study rest of the stellar objects. Its effect

on the mundane be it seasonal variations, or abrupt events (such as activity in the

Earth’s magnetic field) is very prominent. Hence, studying the Sun is imperative

even for immediate practical concerns.

Electromagnetic radiation is by far the biggest source of information that we

are using to study the Sun. A number of observational efforts over the centuries

have revealed the fundamental physical properties of the Sun. Advancements on

the technological front have enabled the observations at better spatial, spectral and

temporal scales resulting in modeling of the Sun.

Model of the Sun According to the standard solar model, structure of the Sun is

stratified both internally and externally as shown in Figure 1.1. Internal structure of

the Sun consists of three regions: core, radiative zone and convection zone. In core,

gravity overwhelms the gas pressure and heats it up to the point where Hydrogen

nuclear fusion is triggered. Resultant output energy propagates outwards in the
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Figure 1.1: The Sun according to the standard solar model. Internal structure consists of
core, radiative and convection zones. Atmosphere is mainly categorized as photosphere,

chromosphere and corona (image credits: NASA).

form of radiation resulting in the radiative zone. Beyond that, gas pressure influence

increases and dense plasma transports the energy by means of convection, and this

region is called as the convection zone. Core and radiative zone rotate like a solid

body where as convection zone behaves more like fluid, with differential rotation

(Spiegel and Zahn, 1992).

Solar atmosphere Solar atmosphere begins at the point where disk becomes vis-

ible in white light. It is classified mainly as photosphere, chromosphere and corona.

It is observed that the temperature is stratified in the solar atmosphere as shown

in Figure 1.2. There is a thin dynamic region between corona and chromosphere

where temperature rises drastically that is named as transition region. Extension of

corona into the planetary system is called solar wind.
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Figure 1.2: Temperature structure of the solar atmosphere. Temperature decreases with
height in the photosphere. Chromosphere begins at the height of temperature minimum.
Sudden increase in the temperature beyond chromosphere marks the transition region.

Image is taken from Athay (1975).

Photosphere Photosphere, as the name suggests, is the visible disk of the Sun

spanning roughly 500 km in height with an effective temperature of 5800 K. For

a star, beginning of photosphere is defined as a height in the atmosphere where

opacity is 50% for the visible radiation (λ=5000 Å). Equivalently, optical depth

(τ) for corresponding wavelength would be ∼ 2/3. As we go deeper into pho-

tosphere, atmosphere become opaque. Temperature (T) in photosphere is inferred

to be decreasing with the height, by means of observational phenomenon called

limb darkening that is, intensity decreases as observed from center to the limb. For

most intents and purposes, photosphere can be thought to be in Local Thermo-

dynamic Equilibrium (LTE) that is, a single temperature is sufficient to describe

thermodynamic state. Sunspots, dark features with a lot of variety in shape, size

and dynamics, are the most prominent features of this region. Convection from

sub-photosphere manifests as granulation all over the disk.
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Chromosphere Chromosphere is dynamic by definition, spanning the height of

temperature minimum to where temperature becomes 25000 K. This roughly cor-

responds to 500 to 2500 km above photosphere. The name comes from eclipse ob-

servations, where a thin ring of red glow is seen around the disk. This glow, as

it would be discovered later, is Hα (6563 Å) emission from a height of solar atmo-

sphere that is above the photosphere. To this day, imaging the Sun in Hα is widely

used to study a number of interesting features observed in chromosphere such as

prominences, filaments and spicules. Sometimes, signatures of bright flash-like events

termed flares are also observed in this region. As opposed to photosphere, the con-

ditions of the chromosphere are not in LTE (non-LTE or NLTE).

Corona Corona is high temperature rare plasma that extends into the planetary

system. It is mainly observed in Ultra-Violet (UV), X-ray and radio regimes, and

occasionally in optical regime. It is highly inhomogeneous and structured. It is

a thousand times hotter than photosphere but a million times fainter. Hence, the

Earth’s atmospheric scattering posed a great difficulty in coronal optical observa-

tions. However, advent of space observatories in the past decades have overcome

this problem and resulted in a wealth of information about corona. It is also home

to energetic events that routinely happen in solar atmosphere such as eruptions and

Coronal Mass Ejections (CME). Some of these events have been correlated with earth

bound phenomena.

1.2 Solar magnetism

From continuing observations spanning over a century, researchers have real-

ized that the Sun has magnetic fields at all spatial scales displaying variability in

wide range of temporal scales. Many of the features and dynamics of solar atmo-

sphere mentioned earlier are associated with magnetic fields and their dynamics.
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1.2.1 Active regions

Sunspots are the most prominent features on the solar disk in visible wave-

lengths. Their appearance, disappearance and overall variability has fascinated the

researchers for nearly four centuries and they have been observed systematically.

Phenomenon of appearance of sunspots and variability in the solar magnetic activ-

ity are observed to have a periodicity. The so called solar cyle was found to have

a period of 11 years (Schwabe and Schwabe, 1844). On the same lines, a number

of other properties such as total solar irradiance, number of energetic events also

observed to have the same periodic behavior (Hathaway, 2015).

In Figure 1.3, details of sunspot structures are marked. Dark central umbra is

surrounded by less darker penumbra with hair-like features. One can see photo-

spheric granulation in the nearby solar continuum. Sometimes sunspots are ob-

served without penumbra and they are termed as pores. Although sunspots have

been observed for so long, their exact nature has eluded our understanding for

better part of that duration.

Figure 1.3: Structure of sunspot as seen in active region NOAA AR 12192 (Source:
HMI/SDO).
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Hale (1908) has observed magnetic splitting (splitting of spectral line into sev-

eral components in presence of a magnetic field, Zeeman, 1897) in the spectra of

sunspots and shown that they are visible manifestation of concentrated magnetic

field. It has darker appearance as sunspot region is cooler than the surrounding

quiet Sun (Maltby et al., 1986). Over the years, magnetic fields and plasma move-

ment in and above the sunspots are extensively studied and mapped in 3-D. In the

photosphere plasma seems to be flowing radially outwards, called as Evershed effect

(Evershed, 1909), and it was inferred from spectroscopic observations of penumbra.

However, this trend is reversed in chromosphere as plasma is observed to be flow-

ing inwards (Evershed, 1910), called as inverse Evershed effect. Magnetic field lines

seem to be concentrated in the photosphere and diverge with increasing height,

resulting in a canopy like structure of the magnetic field (Giovanelli, 1980; Gio-

vanelli and Jones, 1982). It all points to necessity to have multi-height observations

of magnetic fields to better understand the nature and evolution of the sunspots.

Not only sunspots, but also a number of other observed features are also sub-

sequently associated with magnetic fields. Filaments and prominences observed in

Hα filtergrams are modeled to be suspended plasma supported by magnetic field

(Anzer, 1987). Analysis of photospheric magnetograms and Extreme UV images

of corona have shown that the coronal features seemed to be tracing the magnetic

field lines (e.g., Aschwanden et al., 2008). Regions of the strong magnetic activity

are aptly termed as active regions.

1.2.2 Energetic events

Magnetic field is also inferred to be the root of all the energetic events that are

seen in the outer atmosphere. Sometimes, its interplay with plasma gives rise to the

release of magnetic energy in the form of explosive events (e.g., Wang et al., 1994).

They manifest in a variety of forms such as flares, erupting filaments/prominences

and CMEs. An eruption of filament happens as the magnetic field that is support-

ing the suspended plasma is sufficiently perturbed (e.g., Yang and Chen, 2019).

CMEs have been well associated with such eruptions and flares (e.g., Munro et al.,
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1979). These explosive events that are observed in chromosphere and corona can be

so strong that some of them have been well correlated with changes in earth bound

phenomena (e.g., Vemareddy and Mishra, 2015).

1.2.3 Nature of magnetic fields

Solar atmosphere consists of plasma that behaves like ionized gas, and is per-

meated with magnetic fields. The governing equation for bulk motion in magne-

tized solar atmosphere is given by (Mullan, 2009),

ρ
dV
dt

= −∇p− ρ∇φ +
1
c

j× B (1.1)

Here, −∇p is force exerted due to gas pressure gradient, −ρ∇φ is force due to

gravity and j× B/c is Lorentz force that is, force exerted by magnetic field. In outer

atmosphere, Lorentz force dominates over the other two as gas pressure is low.

Dynamic pressure of solar wind also can be ignored till upper corona. Hence, in

an equilibrium state (such as filaments/prominences where plasma is suspended)

Lorentz force must balance itself.

j× B = 0 (1.2)

This characterizes the force-free magnetic field and consequently current can be writ-

ten as

j = αB (1.3)

Here, α is a function of space that is, α(x, y, z). Albeit applicable only for chromo-

sphere and corona (Metcalf et al., 1995; Wiegelmann and Sakurai, 2012 and refer-

ences therein), force-free assumption is widely used to understand how magnetic

fields behave through solar atmosphere.

The simplest case of force-free magnetic field is α = 0, resulting in j = 0. This

special case pertains to current-free magnetic field or potential magnetic field. Con-

sequently, from Maxwell’s third equation,∇×B = 0, implying that potential mag-

netic fields have no twist in their field lines. Although this is never the case in
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practice, especially not for active regions (Wiegelmann et al., 2017), current-free

assumption greatly simplifies the computations and results in approximate esti-

mates. Coronal structures are extensively studied by assuming photospheric mag-

netic fields to be current-free (see review by Wiegelmann et al., 2017).

To de-construct how exactly this Lorentz force acts, we apply j = ∇× B(c/4π)

from Maxwell’s third equation. Consequently, we get

j× B = −∇ B2

8π
+

B.∇
4π

B (1.4)

From aforementioned equation, we gather that magnetic field exerts two different

kinds of forces due to: pressure gradient and tension. Interplay between the mag-

netic pressure and gas pressure dictates the magnetic field configuration through

most of solar atmosphere. A simple quantity, plasma-β is used to characterize the

dominance of forces due to two pressures, which is nothing but the ratio of gas

pressure to magnetic pressure given by β = 8πp/B2. In photosphere β > 1 and

it gradually decreases with height and reaches β << 1 at upper chromosphere, as

modeled for plage regions around sunspots (Gary, 2001). Lorentz force dominates

the other forces in the chromosphere as the gas pressure is low. Dynamic pressure

of solar wind comes into picture at higher corona resulting in β > 1 (Gary, 2001

and references therein). Low plasma-β is a sufficient criterion for the force-free con-

dition although not necessary (see review by Wiegelmann and Sakurai, 2012 and

references therein). A similar trend in plasma β is also inferred for the active region

from the same model with observational constraints, except the value of β being

two orders of magnitude lower, which explains canopy structure of the magnetic

field (see comprehensive review by Solanki et al., 2006, Section 8).

1.3 Observations of solar magnetic fields

In the past decades, measurements of the solar magnetic fields have become

an integral part of modeling and making predictions of energetic events. Today

such observations to produce magnetic field maps are being carried out in long
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and short term by space as well as ground based observing facilities (Lagg et al.,

2017). Magnetic field map is called a magnetogram, and the instrument that is used

to produce a magnetogram is called a magnetograph.

Qualitatively, most of the features give away the presence of magnetic fields as

they are brighter or darker than the surroundings. In corona, plasma seems to be

tracing the magnetic field lines (Wiegelmann et al., 2017) and correspondingly the

structures are directly compared with magnetic field lines modeled by current-free

extrapolation of the photospheric magnetic field. Features like bright networks

observed in Ca K filtergrams of chromosphere are used as proxies (Priyal et al.,

2014) for solar polar magnetic field. However, reliable direct quantitative magnetic

field measurements are quite challenging. The difficulty increases as we go to outer

atmosphere as the magnetic field becomes significantly weaker (Solanki et al., 2006,

Section 8).

Photospheric magnetograms are being recorded on daily basis by space-based

(Schou et al., 2012) as well as ground-based (Keller and NSO Staff, 1998) observing

facilities. Chromospheric magnetograms are sparsely available (Keller and NSO

Staff, 1998) compared to their photospheric counterparts. However, coronal mag-

netic field observations are only a handful due to weak magnetic field strength and

less photons from corona. Some are done with radio wavelengths with severely

limited spatial resolution (Kumari et al., 2017 and references therein) and very few

are done in visible or infrared (IR) wavelengths (Lin et al., 2004). A more common

practice is to model the coronal magnetic field by using the observed photospheric

magnetic field, under certain assumptions such as those described in Section 1.2.3.

1.3.1 Zeeman effect

Zeeman effect is splitting of a spectral line into several components, in pres-

ence of a static magnetic field (Zeeman, 1897). It remains one of the most widely

used diagnostic tools to study magnetic fields in the solar atmosphere (Sanchez

et al., 1992). Apart from splitting a spectral line with non-zero Landé g-factor into

its magnetic sub-levels, Zeeman effect produces characteristic polarization across
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the spectral line which depends on the direction of the magnetic field with respect

to the observer’s Line-of-Sight (LoS). This effect is depicted in Figure 1.4. LoS and

transverse magnetic field components induce circular and linear polarization re-

spectively.

Figure 1.4: Zeeman effect in an absorption line. Splitting is directly proportional to the
strength of the magnetic field. If we were to look at polarization in the spectral line, we

would see that magnetic field induces circular and linear polarization.

1.3.2 Inferring magnetic field from observations

In solar atmosphere, different spectral lines are formed at various heights as

they require specific condition for the formation (e.g., Grossmann-Doerth, 1994).

Spectropolarimetry, a technique that provides polarized spectral line profiles of se-

lected lines, is widely used to construct a magnetogram corresponding to region of

that line formation. By applying radiative transfer theory in magnetized solar at-

mosphere to spectral lines (Jefferies et al., 1989), polarized line profiles can be syn-

thesized for given model atmospheric conditions. Conversely, given the polarized

spectral line profiles, information on line forming region such as magnetic field,

velocity and temperature can be obtained. This process is called inversion of the

polarized line profiles. For spectropolarimetric inversions, an established model
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atmosphere is considered as starting point and corresponding line profiles are syn-

thesized. Subsequently, atmospheric parameters are varied until produced syn-

thetic line profiles match with those of the observed ones (Rodríguez et al., 2015). It

is computationally very expensive and extensive, especially for the cases of NLTE

atmospheric conditions. However, there are simpler and faster ways to get approx-

imate estimates specific parameters (such as only magnetic field or only velocity)

which will be discussed in further chapters.

In the context of this thesis, measuring magnetic field at chromospheric heights

is of the focus. Most of the light that we see comes from photosphere, so chromo-

sphere is not as easy to observe compared to the photosphere. Most of the spectral

lines observed in visible and IR wavelength region are also formed in solar pho-

tosphere. However, some absorption spectral lines (especially resonance lines) are

formed in solar chromosphere, Hα 6563 Å and Ca II triplet 8498 Å, 8542 Å and

8662 Å to mention a few. Radiation corresponding to these spectral lines enables

the direct observations of chromosphere and activity happening at those heights.

Consequently, spectropolarimetry of some of aforementioned lines has been used

to study active regions and associated energetic events at chromospheric heights.

A number of authors have studied structures of sunspots and their role in shaping

magnetic fields in the upper atmosphere (Joshi et al., 2016; Robustini et al., 2018)

using such observations. Some have reported observations of changes in the mag-

netic field configuration in chromosphere during flares of various classes (Kleint,

2016; Kuridze et al., 2018).

1.3.3 Observational techniques

Measurements of spectrally resolved polarization provide information on the

vector magnetic field. Two techniques that are widely used to perform such ob-

servations are 1) Spectrograph based, and 2) Tunable filter based. In the former

method, polarized spectra are obtained using a combination of polarimeter and
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spectrograph at a given spatial position, and image is scanned in the spatial direc-

tion over time. It may involve single or multiple slits (e.g., Vector SpectroMagne-

tograph (VSM) at Synoptic Optical Long-term Investigations of the Sun (SOLIS),

Keller and NSO Staff, 1998), or scanning can be omitted by using optical fibers

(e.g., proposed Diffraction-Limited Near InfraRed SpectroPolarimeter at Daniel K.

Inouye Solar Telescope, Tritschler et al., 2015).

In the latter method, tunable filters are used to sample the spectral line while

obtaining the polarized images of the region of interest for that particular line

position. The filters may be Fabry-Perot etalon (e.g., Imaging Spectropolarime-

ter at Multi Application Solar Telescope, Tiwary et al., 2017), birefringent crystal

or Michelson interferometer based ones, or a combination of these (e.g., Helioseis-

mic and Magnetic Imager (HMI) aboard Solar Dynamics Observatory (SDO), Schou

et al., 2012). It should be noted that both the methods (spectrograph based as well

as tunable filter based) incorporate a polarimeter unit to obtain the polarization in-

formation, and have respective trade-offs. More on polarimeters is discussed in the

next chapter.

1.3.4 Kodaikanal Solar Observatory (KSO)

We aim to develop a suitable instrument for producing chromospheric vec-

tor magnetograms using one of the existing optical solar observing facilities: Ko-

daikanal Tower-tunnel Telescope (KTT) of Kodaikanal Solar Observatory (KSO).

It has a High Resolution Spectrograph (HRS) as back-end instrument that enables

spectropolarimetry of selected spectral lines. KSO is situated at Kodaikanal peak,

Tamilnadu, India. It is located at a latitude of 10.24◦ North and an altitude of

2300 m. KSO is operational for over a century, and KTT is built in 1960s and oper-

ational ever since. It is a refracting telescope with a Coelostat tracking system, and

single back-end instrument: HRS. This is a fixed setup (Bappu, 1967) except for the

objective, which can be moved only along the optical axis to adjust the focus.

In the existing system, a two-mirror Coelostat placed in the tower is used as

a light feeding system. Primary mirror (M1) of the Coelostat tracks the Sun and
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Figure 1.5: A schematic of the Kodaikanal tower-tunnel telescope and high resolution spec-
trograph. M1, M2 are plane mirrors of the Coelostat system. M3 is plane folding mirror
situated at the bottom of the tower. L1 is the objective and it is an achromatic doublet. It
forms the image on slit denoted by S. L2 is collimating and imaging lens of the Littrow
spectrograph, and G is the reflecting grating. D1 is the science detector which is placed just

below the slit.

Table 1.1: Specifications of the KTT, spectrograph and detector.

Front-end specifications

M1, M2, M3 aperture 60 cm
L1 aperture 38 cm

F-ratio 96
Image plate scale 5.5 arcsec/mm

Spectrograph specifications

Spectrograph configuration Littrow
L2 aperture 20 cm

L2 focal length 18.3 m
Grating groove density 600 grooves/mm

Blaze angle 55◦

Detector specifications

Type CCD
Format 2048 × 2048

Pixel size 13.5 µm
Sensor area 27.6 mm × 27.6 mm

Quantum Efficiency 50% @ 8542 Å
Readout clock 3 MHz

secondary mirror (M2) guides the light vertically down. This beam is fed into the

horizontal tunnel by a fold mirror (M3) with 45◦ orientation. M3 directs the beam
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on to an air-spaced doublet lens (L1) which is the objective. Slit based HRS is lo-

cated at the focal plane of L1. The spectrograph has Littrow configuration, with

another air-spaced doublet (L2) acting as a collimator as well as an imager. Blazed

reflection grating (G) is the dispersing element in the HRS. Spectrum is focused just

below the slit where the science detector (D1) is placed. A schematic of KTT along

with the spectrograph setup is shown in Figure 1.5. Important specifications are

summarized in Table 1.1.

1.4 Motivation

Principal objective of the thesis is to extend the capability of present solar ob-

serving facility with addition of chromospheric vector magnetograph. The purpose

of the instrument is to enable creating a magnetic field map of active regions at

chromospheric level, by means of spectropolarimetry.

Our aim is driven by motivation to better understand dynamics of the active

regions and associated energetic events in the solar atmosphere. Figure 1.6 shows

the comparison of images of active region NOAA 12912 taken in white light (cor-

responds to photosphere), Hα line core (corresponds to chromosphere) and Fe IX

171 Å emission line (corresponds to lower corona). One can see wildly different

features and these features have some correspondence to the magnetic field (e.g.,

Inoue et al., 2016). Hence, magnetic field measurements must be done at as many

heights as possible to gain complete perspective.

We have seen that most of the energetic events in the solar atmosphere are ob-

served to be occurring in corona, and their understanding requires complete vector

magnetic field information (Hagyard, 1990). For directly observing correspond-

ing magnetic fields, there is little scope outside of photosphere and chromosphere.

Photospheric magnetograms are routinely available however, in order to get better

perspective chromospheric magnetograms are of utmost importance (Lagg et al.,

2017). Polarized chromospheric spectral line profiles are rich in information re-

garding magnetic filed, velocity and temperature, all of which would be critical in

expanding the understanding of dynamic energetic events.
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Figure 1.6: Various observations of active region AR 12192 on October 24, 2014. Top left:
continuum image taken from HMI/SDO that corresponds to photosphere, top right: mag-
netogram taken from HMI/SDO that corresponds to photosphere, bottom left: Hα image
taken from NSO/GONG network corresponds to chromosphere, and bottom right: AIA 171

image taken from AIA/SDO that corresponds to lower corona

As we go higher in the solar atmosphere, it becomes notoriously difficult to di-

rectly measure the magnetic fields. As all this activity is rooted in lower atmosphere

that is, photosphere, researchers have sought to extrapolating the photospheric

magnetic fields to upper layers under force-free condition. But, photosphere is

not force-free as opposed to chromosphere which is much closer to being force-free

(e.g., Metcalf et al., 1995; Moon et al., 2002; Georgoulis and LaBonte, 2004; Tiwari,

2012). Hence, chromospheric magnetograms are either better suited, or at the least

yield better results when used along with photospheric magnetograms for force-

free magnetic field extrapolations (Wiegelmann et al., 2008; Fleishman et al., 2018).

We have selected Ca II 8542 Å line to probe the chromospheric magnetic field

by means of spectropolarimetric observations. Some of the reasons for choosing

this line for diagnosing the chromospheric magnetic field are (Uitenbroek, 2010):

(1) The line has continuous sensitivity from upper photosphere to middle chromo-

sphere (τ = 0 to -5). Line wings form in the photosphere and core at a height of ∼
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1500 km (Lagg et al., 2017). This means that it can provide information on mag-

netic field, velocity and temperatures at the line formation region, (2) It has good

sensitivity to magnetic field with Landé g-factor of 1.10, (3) Spectropolarimetric in-

version techniques that are required to infer magnetic field and other parameters

from polarization information are well developed and tested, and (4) Existing tele-

scope and Silicon based detectors can be used without much demand. Hence, we

planned to build a spectropolarimeter which can probe the chromospheric active

region magnetic fields.

1.5 Thesis Structure

The importance of measuring magnetic fields at chromospheric heights is em-

phasized in previous sections, and motivation for a chromospheric magnetograph

is outlined. Accordingly, here we report instrumentation aspects of its develop-

ment. The main body of the thesis is contained in four chapters.

In chapter 2, design and development aspects of Solar Scanning Polarimeter (SSP)

are described. Optical design is described along with component selection. A key

limitation in polarimetry that is, Instrumental Polarization (IP) is discussed. Its anal-

ysis and modeling is revisited, and we propose a way to reduce it. Observational

plan to obtain data to fit instrumental polarization model is also discussed. De-

sign and development of control electronics and observing software are briefly

explained. We also present the laboratory verification of polarizing optical com-

ponents’ specifications.

In chapter 3, we describe data processing procedures. Data acquisition system,

characteristics and shortcomings are discussed. Data processing pipeline along

with the key steps of data reduction, calibration and observational data process-

ing, and characterization of the data quality are explained in detail. We present the

observations of a sunspot using SSP and subsequent magnetic field inferences. We

also discuss a main limitation of the current system: image motion, and a potential

upgrade to overcome it.
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In chapter 4, we describe Image Stabilization System (ISS), an instrument to

improve image quality and a subsystem that can be integrated with SSP. We con-

sidered previous image motion studies at KTT and devised ISS. Its design, devel-

opment, and testing at laboratory and KTT are presented. Its potential to arrest the

image motion is demonstrated along with other advantages that it may provide.

In chapter 5, we present a pilot study on magnetic fields of the active regions.

It is a statistical study using VSM/SOLIS data to find out the probable height of

formation for Ca II 8542 Å line in active regions. We describe a method of potential

magnetic field extrapolation to compare observed magnetic fields with magnetic

fields computed at different heights of solar atmosphere. We present data descrip-

tion, preparation, analysis and results. We discuss these results and future scope

for expanding the study.

Finally, we conclude with summary of the work presented. We discuss continu-

ation of the current work and its immediate prospects, along with future work. We

also discuss some of the progress made in facilitating a part of this future work.
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Chapter 2

Solar Scanning Polarimeter:

Design, Development & Testing

2.1 Introduction

Magnetic field measurements of solar features using Zeeman effect as diagnos-

tic tool requires polarized spectral line profiles observed of said feature. Measuring

intensity of light as a function of State of Polarization (SoP) is polarimetry and the

instrument with such capability is called polarimeter.

Spectropolarimetry has been tremendously aiding in extending understanding

of magnetic fields of the solar atmosphere and its dynamics. State of polarization

is inferred by using polarizing elements and modifying the intensity of the light

(called modulation, discussed in the next section). Babcock (1953) measured circu-

lar polarization induced in the spectral line wings due to Zeeman effect by using

electro-optical crystal (Ammonium Dihydrogen Phosphate – ADP) as modulator.

By switching retardance between -λ/4 and λ/4 at a fixed frequency and recording

corresponding differential signals in each wing, he was able to measure circular po-

larization. By means of spatial scanning he was able to produce polarization map

and consequently the magnetic field map for two sunspots. Spectrally resolved po-

larization measurements were made with combination of rotating waveplates and

grating based spectrographs, and subsequently with interferometer based spectro-

graphs. Waveplates are sliced birefringent crystals sandwiched between optical

windows. Modulation was achieved by mechanically rotating the waveplates (e.g.,
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Mickey, 1985; Scherrer et al., 1995; Sankarasubramanian et al., 2002; Nagaraju et al.,

2008b; Schou et al., 2012).

A number of problems were identified along the way, main one being seeing-

induced cross-talk (Lites, 1987). Due to the earth’s atmospheric disturbances and

finite time that takes for polarimetric observations, measured states of polarization

would have been mixed up. To counter this problem, a number of solutions were

proposed (del Toro Iniesta, 2003, Chapter 4) such as fast temporal modulation, spatial

modulation, or a combination of the two. In case of former technique, fast mod-

ulation would enable modulated intensity signals to be recorded in the order of

tens of milliseconds or less, before seeing disturbances become effective. For this

technique, electro-optic components such as KD*P crystals (Mathew et al., 1998),

Liquid Crystals (LC; e.g., Cao et al., 2006; Hanaoka et al., 2011; Tiwary et al., 2017),

or Peizo-Elastic Modulators (PEM; e.g., Povel, 2001) were used for modulation. For

latter technique, polarizing beam splitters were used after the modulators to record

orthogonal states of polarization simultaneously, and cross-talks were removed by

means of processing. Such dual beam setups were effectively used with rotating

waveplates (e.g., Elmore et al., 1992; Beck et al., 2005b; Socas-Navarro et al., 2006;

Nagata et al., 2014) as well as electro-optics (e.g., Mártinez Pillet et al., 1999; Keller

et al., 2003; Sankarasubramanian et al., 2004; Martínez Pillet et al., 2010) based po-

larimeters. Although fast modulating polarizing elements have been developed

and being used, waveplates still remain relevant to this day (e.g., Hofmann and

Rendtel, 2011; Goode et al., 2011; Harrington and Sueoka, 2018) due to their par-

ticular advantages such as stable retardance, higher incident energy threshold and

availability of larger apertures.

Over the years, a number of spectropolarimetric observations are made by ap-

pending polarimeter to existing KTT system. They were developed aiming to mea-

sure the vector magnetic fields at photospheric (Sankarasubramanian et al., 2002,

using Fe I 6302.5 Å line) as well as at chromospheric heights (Nagaraju et al., 2008a,

using Hα 6562.8 Å line). First with the single beam (Balasubramaniam et al., 1985;

Sankarasubramanian et al., 2002) and later with dual beam (Nagaraju et al., 2008b)
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setup. Some of them suffered from spurious seeing induced cross-talks while oth-

ers were too slow to measure the Stokes parameters for the whole of a sunspot

region. Considering KTT system and limitations of previous polarimeters, a new

polarimeter is designed aiming at (1) Improved cadence, (2) Spatial scanning mech-

anism which is an integral part of the polarimeter, and (3) Provision for imaging

channel.

Solar Scanning Polarimeter (SSP) is an instrument designed and developed for

KTT of KSO in order to measure polarization in spectral lines produced at each

spatial location by scanning a 2-D Region of Interest (RoI) on the Sun. It consists

of a polarimeter with an integrated linear scanner and a polarimetric calibration

unit. In combination with spectrograph, SSP can produce 4-D data hypercube of

spectropolarimetric images. In this chapter, we present design and developmental

aspects of SSP. We discuss instrumental polarization, a main interference in mea-

suring polarization from astronomical objects and a possible remedy in the context

of KTT.

2.2 Stokes Polarimetry

2.2.1 Stokes formalism

The Stokes parameters are the full set of measurable quantities that describe a

general SoP of electromagnetic (EM) radiation. They are mathematically expressed

as column vector S that is,

S =


I

Q

U

V

 =


< εxε∗x > + < εyε∗y >

< εxε∗x > − < εyε∗y >

< ε∗xεy > + < εxε∗y >

i(< ε∗xεy > − < εxε∗y >)

 (2.1)

where <> stands for time average, ∗ stands for complex conjugate, and εx & εy are

the complex electric field amplitudes in x & y directions respectively. I, Q, U and V
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quantify total intensity, linear polarization along reference axes, linear polarization

at 45◦ with respect to reference axes and circular polarization respectively.

From the aforementioned definition, it follows that transition from one SoP to

another can be expressed using a 4× 4 matrix, termed Mueller matrix (M).

Sout =


Iout

Qout

Uout

Vout

 = M.Sin =


M00 M01 M02 M03

M10 M11 M12 M13

M20 M21 M22 M23

M30 M31 M32 M33




Iin

Qin

Uin

Vin

 (2.2)

Effect of any given physical element or coordinate transformation on observed SoP

can be characterized by a corresponding Mueller matrix.

2.2.2 Modulation and demodulation

Detectors that are currently being used in visible and infrared range are only

sensitive to the total intensity (I). Hence, SoP is inferred by indirect means of mod-

ulation. Change in SoP is imprinted as change in intensity by utilizing how selected

optical elements affect SoP of light. Optical elements such as polarizers, waveplates

cause changes in amplitude and/or phase of EM wave. Ideal polarizer transmits

radiation polarized only in a particular plane where as an ideal wave plate affects

only relative phase between εx and εy. A combination of such optical elements

is used for modulation. Subsequently, SoP is inferred by demodulating a series of

modulated intensity measurements. Mueller matrix for a combination of rotating

waveplate followed by a stationary polarizer is given by

M(θ, δ) = Mpolarizer(1, 0).Mrotation(−θ).Mwaveplate(δ).Mrotation(θ) (2.3)
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where θ is position angle of waveplate fast axis with respect to fast axis of polarizer

and δ is retardation of waveplate. Output of such system takes the form of


Iout

Qout

0

0

 = M(θ, δ)


Iin

Qin

Uin

Vin

 and Iout = Qout (2.4)

where
Iout =

1
2
(Iin + (cos22θ + sin22θcosδ)Qin

+ sin2θcos2θ(1− cosδ)Uin − sin2θsinδVin)

(2.5)

In this system polarizer at the end is called an analyzer. Similarly, a number

of modulation schemes can be devised by using a combination of retarders. As

only the intensity can be directly measured, only first row of the Mueller matrix

is relevant for modulation. To obtain all the four Stokes parameters, at least four

intensities and corresponding Mueller matrices’ first rows should be known. All

such intensities can be expressed in matrix form as shown in Eq. (2.6).


I1
out

I2
out
...

In
out

 =


1 m1

01 m1
02 m1

03

1 m2
01 m2

02 m2
03

...
...

...
...

1 mn
01 mn

02 mn
03




Iin

Qin

Uin

Vin


or Iout = O.Sin

(2.6)

Here, O is called modulation matrix and m0i = M0i/M00. O should have a rank

of four to measure four Stokes parameters (del Toro Iniesta and Collados, 2000). It

is shown in a generalized form for n number of modulations in Eq. (2.6). Simple

way to implement modulation is to rotate waveplate in discrete steps.



24 Chapter 2. Solar Scanning Polarimeter: Design, Development & Testing

In order to retrieve input Stokes parameters, measured intensities must be de-

modulated. If Eq. (2.6) is pre-multiplied with pseudo-inverse of O, it would be

Sin = D.Iout

where D = (OT.O)−1.OT.
(2.7)

D is an optimum demodulation matrix for O (del Toro Iniesta and Collados, 2000).

In practice, modulation matrix is to be determined experimentally as aforemen-

tioned equations describe ideal behaviour of polarizing elements. To do so, light

with known SoP (Scalin) is sent through the polarimeter and intensity outputs are

measured for all modulations. This is repeated for at least four different known

SoP and all the intensities are recorded (Icalout). From these intensity measure-

ments, modulation matrix can be calculated as given in Eq. (2.8). This process is

called polarimetric calibration.

Icalout = O.Scalin

O = Icalout.ST
calin.(Scalin.ST

calin)
−1.

(2.8)

2.2.3 Modulation scheme

We have worked out a balanced modulation scheme for polarimetry such that

it gives approximately equal weights to Stokes parameters when they are being

recorded. A simple balanced scheme comprising of four-stepped modulation is

used for this polarimeter. The four-step modulation scheme is chosen with the

objective of keeping observing time to a minimum. It also has equal e f f iciency for

measuring Q, U and V. Modulation matrix corresponding to this scheme is given

in Eq. (2.9).

Obal =


1 ∓0.577 ±0.577 ∓0.577

1 ±0.577 ∓0.577 ∓0.577

1 ∓0.577 ∓0.577 ±0.577

1 ±0.577 ±0.577 ±0.577

 . (2.9)



2.3. Instrument Design and Development 25

In practice, it can be implemented by using a combination of quarter-waveplate

(QWP), half-waveplate (HWP) and analyzer whose Mueller matrix is

M(θQ, θH) =Manalyzer.

Mrotation(−θH).MHWP.Mrotation(θH).

Mrotation(−θQ).MQWP.Mrotation(θQ)

(2.10)

where, θQ and θH are rotation angles for QWP and HWP respectively. The output

intensity is given by

Iout =
1
2
(Iin + [cos22θQ(1 + cos4θH) + sin2θQcos2θQsin4θH ]Qin

+[sin2θQcos2θQ(1 + cos4θH) + sin22θQsin4θH ]Uin

−[sin2θQ(1 + cos4θH)− cos2θQsin4θH ]Vin)

(2.11)

2.3 Instrument Design and Development

2.3.1 Optics

Unlike in the previous polarimeter setup by Nagaraju et al. (2007), this po-

larimeter is placed perpendicular to the optical path from the objective to the slit

that is, optical axis is folded by 90◦ within the polarimeter. This configuration has

been worked out keeping in view of two requirements. One is to have an integrated

scanning system, and the other is to reduce certain cross-talks due to telescope sys-

tem (detailed in Section 2.4). The optical layout of the polarimeter setup at KTT is

shown in Figure 2.1. Incoming beam is directed through SSP using a plane mir-

ror that also acts as Mode Switching Mirror (MSM), inclined at ∼ 45◦. It enables

switching to calibration mode by retracting completely and allowing light from the

calibration unit to pass through polarimeter. A natural consequence of this mirror

is to nullify the instrumental polarization introduced by M3, which is discussed in

detail in Section 2.4.

A combination of Quarter-Wave Plate (QWP) and Half-Wave Plate (HWP) is

used for the modulation and they constitute the modulation unit. QWP and HWP



26 Chapter 2. Solar Scanning Polarimeter: Design, Development & Testing

position angles to implement the balanced modulation scheme are listed in Ta-

ble 2.1. A Dichroic Beam Splitter (DBS), Scanning Mirror (SM) are placed following

the modulation unit. DBS is a long pass filter with cut-off at 600 nm. Reflected

beam is captured by an Imaging Detector (ID) for the purposes of context imaging.

Transmitted beam is reflected by SM on to the slit. SM moves along the direction of

incident beam and consequently image is moved across the slit. Although moving

SM alone to scan the image does cause focal plane to shift, the effect is negligible

considering a depth of focus of ∼ 50 mm provided by f /96 beam.

Table 2.1: List of QWP and HWP position angles to implement the balanced modulation
scheme given in Eq. (2.9). They are derived using Eq. (2.11).

No. QWP position HWP position

1 -22.5◦ 42.6◦

2 -22.5◦ 69.9◦

3 22.5◦ 47.4◦

4 22.5◦ 20.1◦

Polarizing Beam Displacer (PBD) is used as analyzer as it separates two linearly

polarized light beams. These two beams have orthogonal states of polarization and

they are parallel to each other. A two-beam analyzer gives significant advantage

in terms of reducing seeing induced cross-talk over single beam polarizers (Lites,

1987). Analyzer is followed by reflection grating based HRS and grating’s reflec-

tivity is dependent on the SoP of incident light. To compensate for the difference in

grating’s response for outputs of PBD, an Achromatic Quarter-Wave Plate (AQWP)

(600 – 900 nm) is placed after PBD. It converts two linearly polarized outputs into

circularly polarized outputs.

A calibration unit consisting of a Glan-Thompson Polarizer (GTP) and a Cali-

bration Wave Plate (CWP) is used to generate the known state of polarization. GTP

polarizes the light to a very high degree (∼ 105) and a zero-order QWP is used as

CWP. As previously mentioned, MSM is completely retracted in calibration mode

so that light from the calibration unit may pass through the polarimeter.
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Table 2.2: Specifications of the instrument and settings of the spectrograph.

Specification Value

Wavelength of interest 8542 Å
Order 2

Slit width 110 µm
Detector binning 2×2
Linear dispersion 10.8 mÅ/pixel

Slit equivalent wavelength extent 43 mÅ
Spectral resolution 64 mÅ

Wavelength coverage 10.8 Å
Field of View 60 arcsec

Retardance of the calibration wave plate 0.249λ
PBD entrace size 12 mm
Extent of the scan 23 mm

Wave plate rotation speed 15 rpm
Scanning speed 1 mm/s

Scan step 110 µm

2.3.2 Mechanics

Figure 2.2 depicts 3-D mechanical shaded drawing of assembled instrument.

QWP, HWP and CWP are placed in motorized rotation mounts with homing posi-

tion sensor. Mode switching mirror is placed on motorized linear stage with long

travel (70 mm) to enable its complete retraction from optical path. Scanning mirror

is placed on short-travel motorized linear stage (30 mm) that can cover sufficient

region of interest. These motorized elements achieve rotation or translation using

stepper motors driven by micro-stepping drives. GTP and AQWP are mounted on

manual rotation mounts as they only require one time setup. Once their fast-axes

are determined, their position angles are set to predetermined values and locked.

This setup is fixed on single portable platform and the platform is placed on the

optical bench that rests before the slit.
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Figure 2.1: Optical layout of solar scanning polarimeter setup at KTT. In observation mode,
light from the telescope is fed to the modulation unit by a folding mirror (MSM). It passes
through quarter wave plate (QWP), half wave plate (HWP), and dichroic beam splitter
(DBS) that transmits light of wavelength above 600 nm. It is then reflected by another fold
mirror (SM), and passes through a polarizing beam displacer (PBD) that splits the beam
in to two with orthogonal states of polarization, followed by an achromatic quarter wave
plate (AQWP). In calibration mode, light from the telescope is fed to the calibration unit by
yet another folding mirror (FM). It then passes through a Glan-Thompson polarizer (GTP)
and a quarter wave plate (CWP) producing light with known state of polarization. In this
mode MSM is retracted and the light is allowed to passes through modulation unit and so

on.

2.3.3 Control electronics

Solar scanning polarimeter is operated using a custom made controller, based

on micro-controllers. It receives commands from the computer via serial communi-

cation and executes them. It consists of two Motorized Element Controllers (MEC)

developed in-house, operating in Master-Slave mode. Each MEC can control three

motorized elements. Three motorized rotation mounts for the wave plates and two

motorized linear stages for the mirrors, with home positioning sensors are con-

trolled. Control block diagram and image of controller are presented in Figure 2.3.
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Figure 2.2: Shaded model of mechanical setup of solar scanning polarimeter.

Figure 2.3: Solar scanning polarimeter control block diagram (left), and picture of custom-
made controller (right).

2.3.4 Control software

The control software is developed in Python programming language using Qt4

Graphical User Interface (GUI) framework. It operates SSP by communicating with

the controller. It is equipped with a wide range of functionality to enable the user

to obtain a variety of observations. It operates the detector using Python program-

ming library of Micro-Manager (Edelstein et al., 2010) image acquisition software.

Salient features of the software are listed below and a snapshot of GUI is presented
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in Figure 2.4.

• Executing modulation scheme (4-step scheme is used but provision is given

so that up to 8-step modulation schemes can be executed).

• Simple raster scans (spectral imaging without polarimetry) and stacked frame

acquisition.

• Access to commonly used detector settings and live preview.

• Auto-save frames and log with predefined directory structure.

• Key spectrograph grating stage controls such as spectral line selection.

• Command line option to send custom serial commands to controller and grat-

ing stage.

2.4 Instrumental polarization

Instrumental polarization of the Coelostat was recognized as a significant hur-

dle, and was modeled and measured for over 100 years (St. John, 1909; Hale, 1912;

Bumba and Topolová-Rŭžičková, 1962; Capitani et al., 1989; Demidov, 1991). Ear-

lier works to develop polarimeter for KTT also included developing a theoretical

model for the instrumental polarization (Balasubramaniam et al., 1985). This model

was used in subsequent polarimeters (Sankarasubramanian et al., 1999; Nagaraju

et al., 2008a). The new model, which essentially is an extension of the previous

model, is developed aiming to find ways to reduce the instrumental polarization,

and it is discussed in detail further. ZEMAX model of the Coelostat is also created

and the resulting output instrumental polarization values are compared. For the

purposes of comparing the model and simulation, all the mirrors are taken to have

unprotected Aluminium coating, and its complex refractive index (RI) at 8542 Å

wavelength is taken to be 2.16− 7.18i (McPeak et al., 2015).
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Figure 2.4: Graphical User Interface (GUI) developed in Python programming language to
control solar scanning polarimeter, science detector and the grating stage.

Figure 2.5: Left: optical system contributing to the instrumental polarization – M1, M2, M3,
L1 and MSM. Right: coordinate system and conventions used in the model.
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2.4.1 Analytical model

Instrumental polarization introduced by a mirror depends on the angle of in-

cidence and the complex refractive index of the coating. In order to estimate the

instrumental polarization of a series of mirrors, transformations of the local coor-

dinate system also should be known. The Direction Cosines (DC) of the vectors

relevant to get the incident angles are calculated. Coelostat model uses following

convention for the coordinate system and angles.

Table 2.3: List of axes and angles, and their convention, along with input and model pa-
rameters, and their values as used in KTT Coelostat model.

Coordinate Direction

Origin Center of M2
+X West
+Y Zenith
+Z North

Latitude, +φ Southern
Declination, +DEC Northern
Hour Angle, +HA Western

Input parameters Value

Declination, DEC [−23.5◦, 23.5◦]
Hour Angle, HA [−90◦, 90◦]

Latitude, φ −10.24◦

M1 – M2 distance in East – West direction, a 830 mm
M1 – M2 distance in vertical direction, c 740 mm

Model parameters Default value

Complex RI of Al coating, nAl 2.16− 7.18i
Complex RI of Al2O3 coating, noxide 1.54

Thickness of Al2O3 coating, toxide 0 Å

DC of the Sun’s position and subsequently the for the incidence on M1 are

PSun =(sin HA cos DEC,

cos HA cos DEC cos φ− sin DEC sin φ,

cos HA cos DEC sin φ + sin DEC cos φ),

(2.12a)
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iM1 = −PSun. (2.12b)

where HA, DEC and φ denote hour angle and declination of the Sun, and latitude

of the observing location respectively.

DC of the rotation axis of the M1 i.e., polar axis are

PPol = (0,− sin φ, cos φ). (2.13)

Reflected beam must be towards M2 hence its DC are

rM1 =
(a, c, b)√

a2 + b2 + c2
. (2.14)

where a, c and b are distances between M1 and M2 in X, Y and Z directions respec-

tively.

DC of the normal to M1 are

nM1 =
rM1 − iM1

|rM1 − iM1|
. (2.15)

This must be normal to the polar axis, and solving Eq. (2.16a) results in the value

for b, as given in Eq. (2.16b).

nM1.PPol = 0, (2.16a)

b = B +
DEC
|DEC|

√
B2 − 4AC

2A
, (2.16b)

where A, B, C are given by

A = cos2 φ− (iM1.PPol)
2,

B = −2c sin φ cos φ,

C = c2 sin2 φ− (a2 + c2)(iM1.PPol)
2.
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On the polarimeter side, position and orientation of M3 and MSM are fixed. So,

DC for the beam which is reflected from MSM, and DC for the beam incident on

MSM are

rMSM = (−1, 0, 0), (2.17a)

iMSM = (sin 0.4◦, 0, cos 0.4◦), (2.17b)

nMSM =
rMSM − iMSM

|rMSM − iMSM|
. (2.17c)

DC for the normal, incident and reflection from M3 are

nM3 = (0, cos 45◦, sin 45◦), (2.18a)

rM3 = iMSM, (2.18b)

iM3 = rM3 − 2(rM3.nM3)nM3. (2.18c)

From the above equations, DC of M2 normal as well as incident and reflections

are

iM2 = rM1, (2.19a)

rM2 = iM3, (2.19b)

nM2 =
rM2 − iM2

|rM2 − iM2|
. (2.19c)

The electric field vector can be decomposed to have two orthogonal compo-

nents: parallel (p) and perpendicular (s) to the plane of incidence and reflection.

Together, direction of propagation, s and p form a right handed coordinate system.
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DC for the s polarized components corresponding to each mirror are

sM1 =
iM1 × nM1

|iM1 × nM1|
, (2.20a)

sM2 =
iM2 × nM2

|iM2 × nM2|
, (2.20b)

sM3 =
iM3 × nM3

|iM3 × nM3|
. (2.20c)

sMSM = (0,−1, 0) (2.20d)

The three angles for three coordinate rotations, considering the signs, are

θM1−M2 =
(sM1 × sM2).rM1

|(sM1 × sM2).rM1|
cos−1(sM1.sM2), (2.21a)

θM2−M3 =
(sM2 × sM3).rM2

|(sM2 × sM3).rM2|
cos−1(sM2.sM3), (2.21b)

θM3−MSM = 89.6◦. (2.21c)

As the complete information about the mirrors’ positions and orientations are

known, Mueller matrix of the system (Msys) can be constructed as given in Eq. (2.22).

This is a function of HA and DEC. Present system has a time varying component

as two mirrors of the Coelostat are tracking the Sun all day throughout the year.

Hence, M1 and M2 constitute time-varying system (Mtime−var), and M3 and MSM

constitute time-independent system (Mtime−ind). Here, M represents Mueller ma-

trix for reflection and R represents the same for rotation.

Mtime−var = R(θM2−M3)MM2R(θM1−M2)MM1, (2.22a)
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Mtime−ind = MMSMR(θM3−MSM)MM3, (2.22b)

Msys = Mtime−indMtime−var. (2.22c)

2.4.2 Simulation

The system is simulated in the ZEMAX non-sequential mode. PyZDDE (Sin-

haroy et al., 2016) - a Python-ZEMAX interface is used to interactively change the

parameters and perform ray tracing for this dynamic system. Instrumental polar-

ization of the system is calculated by giving six inputs (±Q,±U,±V, one at a time)

and performing polarimetry at the output. The simulation is done for the time

varying and time independent parts separately for the sake of comparison.

In the present model, Coelostat Mueller matrix is treated to be a product of two

Mueller matrices: time-independent and time-varying parts. Time-independent

part consists of effects of the tertiary mirror and MSM. By virtue of the design

of SSP, configuration of time-independent part is created in such a way that the

Mueller matrix is close to identity (Cox, 1976). Mueller matrices computed from

theoretical model and the ZEMAX model for time-independent part are given in

Eq. (2.23).

MCTI−Th =


1.0000 0.0006 −0.0007 −0.0001

0.0005 0.9999 0.0138 0.0025

−0.0007 −0.0138 0.9999 0.0019

−0.0001 −0.0025 −0.0019 1.0000

 , (2.23a)

MCTI−Si =


1.0000 0.0016 −0.0007 −0.0001

0.0016 0.9999 0.0138 0.0025

−0.0008 −0.0137 0.9999 0.0052

−0.0001 −0.0024 −0.0050 0.9999

 . (2.23b)
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The disagreement of certain terms of the Mueller matrices can be attributed to

the fact that the theoretical model only considers two mirrors in collimated beam

where as the ZEMAX model is based on real configuration of the system i.e., it also

accounts for the objective lens after M3 and the effects of f /96 beam on the MSM.

As for the time-varying part, instrumental polarization is very high in the morn-

ing and evening, and gradually decreases with decreasing magnitude of hour an-

gle. Mueller matrices obtained from theoretical model and simulation for HA =

−60◦, DEC = 0◦ are given in Eq. (2.24), and they agree to the level of 10−4.

MCTV−Th =


1.0000 0.0949 −0.0063 −0.0018

−0.0946 −0.9852 0.1677 0.0334

−0.0096 −0.1697 −0.9288 −0.3156

−0.0018 −0.0220 −0.3166 0.9435

 , (2.24a)

MCTV−Si =


1.0000 0.0949 −0.0063 −0.0018

−0.0946 −0.9852 0.1677 0.0334

−0.0097 −0.1697 −0.9288 −0.3156

−0.0018 −0.0220 −0.3166 0.9435

 . (2.24b)

Using this theoretical model it is calculated that if the primary mirror position

is switched, from east to west ( for HA < −45◦) or west to east (for HA > 45◦),

the instrumental polarization of the system reduces significantly (similar results

were also noted earlier by Bachmann, 1984). The HA limitation is posed by the

rigid opto-mechanical design of the KTT Coelostat. For the same HA = −60◦ and
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DEC = 0◦, Mueller matrices for the proper configuration and switched configura-

tion are given in Eq. (2.25).

MC4−Prop =


1.0000 0.0944 −0.0055 −0.0017

−0.0942 −0.9875 0.1540 0.0314

−0.0090 −0.1562 −0.9316 −0.3142

−0.0017 −0.0193 −0.3152 0.9441

 , (2.25a)

MC4−Swit =


1.0000 0.0126 0.0071 −0.0001

−0.0136 −0.9871 −0.1593 0.0168

−0.0050 0.1583 −0.9862 −0.0452

−0.0001 0.0238 −0.0420 0.9987

 . (2.25b)

Figure 2.6: Mueller matrix corresponding to the system before the polarimeter. Note that
the elements are normalized with respect to the first element (M00).

The final Mueller matrix of the entire system with possible improvements, as

a function of HA and DEC is mapped in Figure 2.6. The diagonal elements of

the Mueller matrix correspond to the transmission of each Stokes parameter. Non-

diagonal elements of first row correspond to the cross-talks from Q, U and V to

the total intensity. These values are usually very low and considering the degree
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Figure 2.7: Illustration of effect of change in configuration and introduction of MSM on the
key terms of instrumental polarization. Ratio of absolute values are rounded and plotted
against local time on X-axis and month on Y-axis. Black colour indicates degradation, gray
indicates improvement up to 2 times and white indicates improvement more than 2 times.
Horizontal bands of colour indicate sky conditions. Green indicates good conditions, red
indicates mostly cloudy conditions and yellow indicates the rest of intermediate conditions.

of polarization (∼ 0.2 or less) in solar observations, the cross-talk becomes negli-

gible. Non-diagonal elements of first column correspond to the cross-talks from

total intensity to Q, U and V. They manifest as constant offsets in Stokes Q, U and

V profiles, and to a large extent it is correctable by subtracting respective contin-

uum polarization level from each profile. It is possible as continuum polarization

in red part of optical wavelengths is expected to be close to zero (Fluri and Stenflo,

2003). Rest of the elements correspond to cross-talks from one state of polarization

to the other. Figure 2.7 depicts the comparison of these elements in usual Coelo-

stat configuration and after changing the configuration. Considering the Coelo-

stat design, configuration can be changed only for the duration corresponding to

−75◦ < HA < −45◦. Hence, comparison for only those results are shown. The

same results can be extended for 75◦ > HA > 45◦. Black shade indicates degra-

dation, gray indicates up to 2 times improvement and white indicates more than

2 times improvement. Horizontal bands of colour indicate observing conditions at

KSO in an approximate manner. Green indicates good conditions (peak winter),

red indicates mostly cloudy conditions (monsoons) and yellow indicates the rest of

intermediate conditions.

As it is evident, cross-talks corresponding to Q → V, U → V, V → Q and

V → U have reduced significantly. These cross-talks manifest as distortions in the
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Stokes Q, U and V profiles hence, any residuals after corrections can create hurdles

in inverting those profiles to obtain magnetic field information. However, Q →

U and U → Q cross-talks imply the rotation of coordinate system and residuals

manifest as error in estimation of azimuth angle of the transverse magnetic field

component. Hence, it was decided to adopt the improved Coelostat configuration,

and MSM was placed before the modulation unit.

2.4.3 Strategy for estimating model parameters

In the present model, RI value was taken from existing literature. But, this is

only for the purposes of comparing the model and simulation. For accurate esti-

mation of instrumental polarization few more things must be considered. Mirrors

are coated at in-house facility with bare Aluminium. After evaporation, an oxide

layer is formed that protects the coating to certain extent (Sankarasubramanian and

Venkatakrishnan, 1996). Oxide layer is also included in the present model that is to

be fitted to the observations.

Profiles of five cross-talk elements (I → Q, U, V and V → Q, U) of telescope

Mueller matrix shall be obtained from the observations as discussed in Section 3.5.2.

Sunspot with strong magnetic field closer to the disk center shall be observed con-

tinuously spanning few hours. Strong magnetic field is for high signal level, and its

proximity to the disk center ensures that photospheric line-of-sight magnetic field

strength at the center of sunspot is considerably greater than the transverse mag-

netic field strength. Continuous observations spanning few hours shall result in

cross-talk profiles that are usable for fitting the model (see Skumanich et al., 1997).

RI of the coating, oxide layer thickness and folding angle of MSM are the variables

that need to be estimated from the fitting. Using these values, a more accurate

estimate shall be obtained for the instrumental polarization.

2.5 Testing Components

Except for the PBD which is custom made, all other optical components are pro-

cured off-the-shelf. Wave plates are designed for 850 nm and have anti-reflection
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(AR) coating for high throughput. They are tested for their retardance and polariz-

ers are tested for their extinction. Fast axis of polarizing elements is also checked.

2.5.1 Polarizers

Figure 2.8: Layout of the test setup for polarizers consisting of reference polarizer (xGTP
or GTP), test polarizer (GTP or PBD), filter and the detector. Collimated sunlight from the

Coelostat at our lab is directly passed through the setup.

Table 2.4: Extinction values for polarizers (rounded off to the lower values).

Component Extinction

GTP > 105

PBD top ∼ 1000
PBD bottom ∼ 450

For testing GTP and PBD, a simple setup consisting of a detector and a filter is

used. GTP is tested with a pre-existing Glan-Thompson Polarizer (xGTP). Sunlight

is passed through xGTP and its polarized output is passed through GTP. Filter that

is placed before the detector has a pass band of 1.5 Å centered at 8542 Å, and inten-

sity corresponding to that spectral band is measured. Reference polarizer is rotated

to obtain maximum and minimum intensities. The ratio of maximum to minimum

intensity gives the estimate of extinction. Same exercise is repeated using top and

bottom beams of the PBD. Extinction values are tabulated in 2.4.
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2.5.2 Wave plates

Scanner with spectrograph setup at laboratory facility is used for testing the

polarizing components. Schematic of the test setup is given in Figure 2.9. Spec-

trograph is set to direct 8542 Å radiation onto the detector. White light lamp in

combination with pin hole provides point like source. The beam is collimated us-

ing a doublet and passed through two polarizers. One of them is GTP and the other

is PBD.

Figure 2.9: Layout of wave plate retardance test setup. High power incandescent lamp
(white light) with pinhole is used as point-like source. Light from it is collimated and sent
through GTP, test wave plate placed in motorized rotation mount, and analyzer (PBD top).
Following that, spectrograph setup selects desired spectral range and directs the light onto

the order-sorting filter followed by the detector.

Table 2.5: Retardance values of the waveplates (accurate to the level of 0.001λ).

Wave plate Fraction of λ Retardance
CWP 0.249 λ/4.02
QWP 0.249 λ/4.02
HWP 0.5 λ/2

AQWP 0.246 λ/4.06

First, fast axis of GTP and PBD are aligned. Then, the wave plate to be tested

is introduced between them, mounted on a motorized rotation mount. It is rotated

by 360◦ in 500 steps and spectra are recorded. Linearly polarized light is passed

through wave plate and analyzed by PBD. Spectra are processed and intensity cor-

responding to images are integrated. Intensity versus position angle curves are



2.5. Testing Components 43

0 90 180 270 360
Position angle in degrees

0.0

0.2

0.4

0.6

0.8

1.0
N

o
rm

a
liz

e
d
 i
n
te

n
si

ty
Fitted

Measured

0 90 180 270 360
Position angle in degrees

0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

a
liz

e
d
 i
n
te

n
si

ty

Fitted

Measured

Figure 2.10: Intensity curves obtained when testing wave plates. Top: QWP test & bottom:
HWP test. They are fitted with theoretical intensity curves with retardance values of 0.249λ

and 0.5λ respectively.

fitted with Eq. (2.26), that is derived from of Eq. (2.5), to obtain retardance.

I = A(1 + cos22(θ + P) + sin22(θ + P)cosδ). (2.26)
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where A corresponds to amplitude, P is position angle of the fast axis at the begin-

ning and δ is retardance of the wave plate. Figure 2.10 shows such intensity plots

for HWP and CWP. Retardance values for all the wave plates are listed in Table 2.5.

2.5.3 Detector

As previously stated, SSP is developed to be compatible with the existing sys-

tem that includes a large format detector. It has a quantum efficiency of 50% at

8542 Å as per specifications. However, detector D1 is originally optimized for ob-

servations in blue region. Its sensor is back-illuminated and back-thinned, and

anti-reflection coating is optimized for the same. Hence, we observed that it suffers

from etaloning effect. For Silicon substrate, near infrared radiation has higher pene-

tration depth compared to blue. When it enters thin substrate, it undergoes multiple

internal reflections between two surfaces of the sensor substrate resulting in fringe

patterns in the images. By means of applying anti-reflection coating on the sensor

this effect may be minimized. However, this is not the case with D1. It imposes

severe limitation on Signal-to-Noise Ratio (SNR) as the exposure time is dictated

by the brightest fringe and SNR is dictated by the darkest fringe. It also affects flat

fielding accuracy. Here, we have separately characterized fringes using fringe flat,

that is to be used in addition to regular spectroscopic flat. Although it does not im-

prove SNR, it helps in restoring spectral continuum more accurately. It is described

in detail in the next chapter.

2.6 Summary

We have designed and developed Solar Scanning Polarimeter, and installed it at

KTT to enable measurements of chromospheric magnetic fields. We have selected

Ca II 8542 Å to be suitable spectral line for Zeeman diagnostics. We have iden-

tified relevant components to develop SSP that are compatible with pre-existing

telescope and back-end system including the detector. SSP designed in such a way

that it can map the solar features with raster scan. It is modeled to encounter lesser

instrumental polarization than its predecessors. It is packaged in such a way that
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Figure 2.11: Solar scanning polarimeter, installed at back-end of KTT, before the focal plane.

it can be easily installed and uninstalled from the observing table at the telescope

back-end. Figure 2.11 shows a top view of the polarimeter installed at the back-

end of KTT. Objective lens rests on rails and it is moved towards focal plane to

compensate for the focal shift introduced by SSP.

We devised four-step polarimetric modulation scheme that increases cadence

and also gives equal efficiencies for Stokes Q, U and V measurements. We have

analytically modeled one of the hurdles in polarimetry: instrumental polarization,

and validated it with ZEMAX simulation. Subsequently, we have come up with

a proposal to reduce it for KTT system. We have also developed customized con-

troller and GUI based operating software for observations. We have installed afore-

mentioned system at KTT for observations. An imaging channel is also provided

for the context imaging purposes. However, SSP is flexible in the sense that there is

ample provision to integrate an Image Stabilization System with it. It is discussed

in Chapter 4 in greater detail.
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Once SSP installed, we have acquired on-telescope calibration and observa-

tional data. However, this data need to go through extensive processing in-order to

result in meaningful information. In the next chapter, we describe the process from

acquiring data to producing magnetic field map of the observed region.



47

Chapter 3

Spectropolarimetry: Data

Reduction, Calibration &

Observations

3.1 Introduction

In order to measure magnetic field from spectropolarimetry, accurate measure-

ments of Stokes parameters are required. In case of spectropolarimetry, reduction

of solar spectrograms taken using slit based spectrographs in itself is extensive, one

of the main challenges being flat fielding (Wöhl et al., 2002). Such spectrograms are

affected by finite slit width that is required to allow sufficient light, scatter light

caused by spectrograph optics, and misalignments among slit, grating and the de-

tector. Apart from it, polarimetric calibration is required to characterize the optics

that encounter light path as its state of polarization is sensitive to any changes in

the media (Born and Wolf, 1999, Section 1.5). This requires extensive study and

calibration of the instrument as well as the telescope.

Many times, such characterization is done by sending input light of well known

SoP through the optical system and obtaining SoP of the output. In case of com-

pact space-based telescopes, these experiments were done in laboratory (e.g., Schou

et al., 2012). In ground-based facilities with relatively bigger telescopes, specialized

setups were developed for polarimetric calibration, with sunlight being the source.
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Such specialized setups consisting of polarizing optics were placed before the tele-

scope entrance aperture, and part of telescope’s response was measured aided by

modeling (e.g., Beck et al., 2005a). Rest of the telescope optics’ response was mea-

sured by introducing a calibration unit before those optics. Some telescope systems

were designed in such a way that axially symmetric telescope optics were immedi-

ately followed by polarimetric calibration unit, to ensure that minimal cross-talks

are introduced before light enters the calibration unit (e.g., Ichimoto et al., 2008).

Rarely, polarimetric cross-talks relevant to observations were computed from the

observed data themselves and Stokes parameters were corrected (Sanchez Almeida

and Lites, 1992; Kuhn et al., 1994; Collados, 2003). At KTT, Sankarasubramanian

et al. (1999) have estimated telescope’s response by measuring refractive index of

the mirror coatings and plugging it in theoretical model of telescope’s instrumental

polarization (Balasubramaniam et al., 1985). Solar scanning polarimeter’s design is

modeled to reduce some polarization cross-talks relevant to active region observa-

tions. However, we have not used this modeling results in present observations as

mirror coating parameters are not estimated yet. Instead, we have computed rele-

vant cross-talks from the observational data and corrected the Stokes parameters.

We have designed, developed and installed the solar scanning polarimeter at

KTT of KSO, aiming towards producing chromospheric vector magnetograms. In

order to enable the construction of accurate magnetograms, various types of data

are required for the purposes of correcting previously described effects. Once such

data are acquired, they must be reduced and various corrections must be applied

to acquire polarized line profiles i.e., Stokes profiles. In the present chapter, we

introduce data acquisition with the description of various types of data. Further,

we outline data reduction procedure, applied corrections and estimation of vari-

ous parameters. Finally, we present the magnetogram that is constructed from the

data.
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3.2 Data Acquisition

A complete data set required to construct magnetogram, using SSP observa-

tions, consists of five types of data frames: 1) Dark frames, 2) Flat frames, 3) Fringe

flat frames, 4) Calibration data and 5) Observational data. Respective modes in

observing software are used to acquire aforementioned data and they are saved as

level-0 raw data. Note that the sunlight enters SSP through the observation port for

all the modes except calibration mode, and this operation is performed manually.

3.2.1 Dark frames

Dark frames account for the bias and thermal electron counts’ contribution in the

acquisition. Bias is an offset value that is electronically introduced at the time of

frame readout to make counts non-zero. Apart from photo-electrons, thermal agi-

tation of electrons gives rise to thermal noise or dark noise. Dark frames are obtained

by blocking the illumination on the detector by closing the slit. It also accounts for

ambient light, if any.

3.2.2 Flat frames

Flat frames account for the pixels’ response of the detector for a uniform illu-

mination. But, as it stands, there are difficulties in solar spectrograph based ob-

servations when it comes to obtaining flat frames. Strong spectrally flat source is

required to illuminate the detector uniformly. Hence, the solar illumination itself

is used for the flats. Solar spectra is full of absorption lines making it spectrally

not flat. It is a common practice to smear out spatial features in 2-D spectral frame

during the acquisition and remove spectral features while processing (Wöhl et al.,

2002). Flat frames are acquired by placing the solar disk center on the slit and mov-

ing it randomly. This results in capturing spectra with smeared spatial features.
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3.2.3 Fringe flat frames

As stated in Section 2.5.3, fringe flat frames are specific to the present detector

and wavelength of observation. It represents only the fringes caused by etaloning

effect and it is devoid of any other spectral features. They are acquired in a similar

manner to flat frames with two key differences: (1) Third order is selected instead

of second order, (2) Instead of spectral line nearby continuum is selected. As we

need fringes caused by etaloning effect but without any spectral lines, we have

selected higher order spectrum. As wavelength coverage is low in higher order, it

is easier to find a spectral region near to 8542 Å with no lines present. Changing the

wavelength to nearby continuum would not have any significant effect on fringe

pattern as it is specific to wavelength and sensor chip. Although this ensures that

there are no spectral lines, there is still intensity gradient across the image, and that

is taken care in the processing.

3.2.4 Calibration data

For calibration data acquisition, we move the solar image so that light enters

SSP through calibration port. Calibration data consist of m× n frames, m being the

number of steps in modulation and n being the number of known input states of

polarization. A minimum of four (n) distinct known input states should be used.

Here, a total of 24 known states are generated using the calibration unit, and po-

larimetry is performed. As mentioned in Section 2.3.1, these states are produced by

rotating the CWP in equal steps (7.5◦) totaling 180 degrees.

3.2.5 Observational data

For calibration data acquisition, we move the solar image so that the light enters

SSP through the observation port and center of the observing feature is placed ex-

actly on the slit. Observational data consist of m× k frames where k is the number

of slit positions across the image. For each slit position on the image four stepped

modulation is implemented, and image is moved across the slit cycling through

this process.
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3.3 Data Reduction

After acquisition, raw data must be reduced to get full Stokes profiles. Flowchart

shown in Figure 3.1 depicts steps involved in reduction. The process is interactive

to provide certain inputs and verify the reduction process at various stages. It is

implemented in Python programming language. Each process and its functions

are outlined in current and subsequent sections.

Figure 3.1: Flow of the steps involved in reduction of SSP spectropolarimetric data. They
are executed in the same order that is depicted : first from top left to bottom right in the

end.

3.3.1 Master dark & master fringe flat

All the dark frames are averaged to produce mean dark. A median filter with

3 × 3 window is applied. Median filtering removes any spurious hot/cold pixels.

They are isolated pixels with unusually high/low counts.

For master fringe flat, fringe flat frames are averaged and normalized. Intensity

gradient across the mean fringe flat is detected. From the top beam, random pixels
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from bright fringe region are selected and their intensity is plotted against their x-

position. A quadratic equation is fitted to the plot and the fit is converted into a 2-D

intensity mask. Mean fringe flat is then divided with this mask resulting in master

fringe flat. This process is depicted in Figure 3.2.

Figure 3.2: Process of creating master fringe flat. Intensity gradient across mean fringe flat
(a) is plotted and fitted with quadratic equation (b). A mask (c) is created from this equation

and mean fringe flat is divided by this mask to get master fringe flat (d).

3.3.2 Master flat

For the master flat, procedure described in Wöhl et al. (2002) is followed with

a few modifications. First, all the flat frames are averaged. Then, mean flat must

be aligned in such a way that the spectral and spatial axes are along the detector

axes. To do so, three corrections are required: 1) X inclination, 2) Y inclination,
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and 3) Y curvature. They are caused due to a combination of distortion caused

by optics, slit and detector reference axis not being parallel, and slit and grating

grooves not being parallel. As the effects of these misalignments are very small

in amount compared to the detector size, they are corrected by shifting columns

and rows respectively. To correct X inclination, a slit pattern (formed due to non-

uniformity of the slit or some obstruction on the slit) with good contrast is selected

and traced across the detector. A line is fitted to this trace and each column is

shifted by the amount given by that linear equation.

Before correcting for the Y inclination, mean flat is divided by master fringe

flat to which the same column shifts were applied. This results in reduced fringe

contrast. Earth’s atmospheric line at 8540.7 Å is traced and a quadratic equation

is fitted to it to get both Y inclination and curvature. All the rows are shifted by

the amounts given by this equation. Correcting the mean flat for the inclinations

results in the spectral line being aligned vertically. Figure 3.3 illustrates tracing of

slit and spectral line features, and corresponding column and row shifts. Row and

column shift values required to align the images are saved as level-1 data so as to

be used in further reduction.

At this point, spectral line is aligned vertically. Pristine line profiles are se-

lected from beam centers and column-wise medians are computed. This profile

is smoothed by a Gaussian filter to reduce spurious pixel-to-pixel variation. Each

row of the aligned mean flat is divided by smoothed line profile, thus creating

the master flat. Median spectrum acts as a template (henceforth referred as tem-

plate spectrum), and it contains information regarding various characteristics of the

instrument. It is saved for wavelength calibration, and estimating instrumental

broadening and stray light. Raw flat frame and master flat are compared in Fig-

ure 3.4.

3.3.3 Instrumental effects & wavelength calibration

Template spectrum is used to estimate various parameters that characterize the

instrument. High resolution solar spectrum with ∆λ = 0.001 Å is obtained from
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Figure 3.3: Top-left: slit feature trace, bottom-left: column shift values for each row, top-right:
line profile trace, and bottom-right: row shift values for each column.

Figure 3.4: Left: raw flat after acquisition, and right: master flat.

Delbouille et al. (1973) (henceforth referred as catalog spectrum). Catalog spectrum

is broadened with Gaussian kernel and normalized so as to match with template

spectrum. Figure 3.5 shows comparison for σ = 2.5 pixels. Correspondingly, instru-

mental broadening is calculated to be 54 mÅ. If we examine closely, we see that the
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line core is raised in the case of template spectrum as compared to broadened cata-

log spectrum, which can be due to spectral stray light (if so, it is ∼ 2%). However,

due to prevailing flat fielding errors (sometimes up to ∼ 5%) that can be seen in

template spectrum, stray light estimate would not be accurate.
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Figure 3.5: Spectrum obtained from the disk center over-plotted with the catalog spectrum
(Delbouille et al., 1973) that is convolved with a Gaussian profile of σ = 2.5 pixels.

We have identified four absorption lines in template spectrum: one atmospheric

and three solar lines. Gaussian profiles are fitted to central core in order to compute

their position with sub-pixel accuracy. Absolute reference position for Ca II line is

also computed. Spectral plate scale is calculated to be 10.8 mÅ/pixel and it matches

with expected value.

3.3.4 Dark & flat corrections

After synthesizing master dark and master flat, and estimating row and column

shifts, calibration data and observational data frames must be corrected. Master

dark is subtracted from all the frames. Row and column shifts are applied and

subsequently all the images are divided by master flat. Figure 3.6 shows a sample

raw frame before and after correction.
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Figure 3.6: Left: raw data frame, and right: corrected data frame.

3.4 Polarimetric Calibration

Polarimeter is characterized by its modulation matrix O. Polarimetric calibra-

tion is the process of experimentally estimating O. It is achieved by performing

polarimetry on the light of known state of polarization. Once O is obtained, its

pseudo-inverse is computed to obtain D, which is used with observational data to

extract Stokes parameters.

3.4.1 Modulation matrix

Level-1 calibrated data are used to calculate modulation matrix. A Region of

Interest (RoI) away from the solar spectral lines is selected in both top and bottom

beams. Intensity from this RoI is integrated and plotted against position angle of

calibration wave plate. From such data, modulation matrix is computed by using

Eq. (2.8). Eq. (3.1) gives modulation matrices for both top and bottom beams with
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error estimations.

Otop =


1.0 0.560 0.450 0.589

1.0 −0.532 0.599 0.557

1.0 0.488 0.604 −0.513

1.0 −0.577 −0.508 −0.612

±


0 0.006 0.005 0.003

0 0.004 0.004 0.003

0 0.006 0.007 0.003

0 0.004 0.005 0.003

 , (3.1a)

Obot =


1.0 −0.591 0.528 −0.570

1.0 0.523 −0.537 −0.570

1.0 −0.553 −0.567 0.577

1.0 0.508 0.538 0.571

±


0 0.004 0.005 0.003

0 0.006 0.007 0.004

0 0.004 0.004 0.003

0 0.005 0.005 0.003

 . (3.1b)

As MSM and DBS also fall in the path of beam, measured O deviates from

the theoretical one i.e., the one calculated for the combination of QWP and HWP.

Optimum demodulation matrix D is calculated according to Eq. (2.7) and result is

given in Eq. (3.2).

D is applied to level-1 calibration data to retrieve known input SoP. They are

compared with the calculated input values. This process is iteratively performed

to identify and exclude the outliers, and retrieve the position angle offset for CWP.

Figure 3.7 shows the retrieved input Stokes parameters after modulating and sub-

sequently demodulating the input, and they are compared with actual input.

Dtop =


0.284 0.213 0.230 0.273

0.452 −0.504 0.478 −0.425

−0.471 0.442 0.483 −0.455

0.428 0.456 −0.476 −0.408

±


0.003 0.003 0.004 0.003

0.006 0.006 0.007 0.006

0.006 0.006 0.007 0.006

0.006 0.006 0.006 0.006

 ,

(3.2a)
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Figure 3.7: Stokes parameters obtained after demodulating PBD outputs. We see that most
of the retrieved values for both top and bottom beams overlap. Maximum difference be-

tween theoretical and measured curves is ∼ 0.03 (for Q) or less.
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Dbot =


0.242 0.260 0.232 0.266

−0.469 0.467 −0.450 0.452

0.448 −0.451 −0.471 0.473

−0.429 −0.446 0.437 0.437

±


0.003 0.003 0.003 0.003

0.006 0.006 0.006 0.006

0.006 0.006 0.006 0.006

0.006 0.006 0.006 0.006

 .

(3.2b)

3.4.2 Polarimetric accuracy

Polarimetric accuracy characterizes the deviation in the computed Stokes profiles

from actual Stokes profiles. It is estimated from errors in D. Sources of such errors

are : 1) Input intensity variation, 2) Error in CWP retardance estimation and 3) Error

in CWP position angle estimation. Their impact on errors is given in Table 3.1.

Table 3.1: Impact of various parameters on polarimetric accuracy

Parameter Error in estimation Impact on O

CWP position angle 0.1 fitted
CWP retardance measurement < λ/100 <0.1%

Input intensity variation ∼1% ∼1%

The source of random errors that is, intensity variation is dominating factor

in determining polarimetric accuracy in this case. This is propagated to estimate

errors in O. Monte-carlo method is used to estimate error propagated to D. Sub-

sequently, polarimetric accuracy is estimated to be better than 3× 10−2. This also

reflects in the difference between given and measured input Stokes parameters for

calibration, as depicted in Figure 3.7.

3.5 Sunspot Observations

A set of sunspots from the active region NOAA 12706 was observed on April

26, 2018, using SSP. Figure 3.8 shows its white light image and magnetogram as

observed from HMI/SDO (Schou et al., 2012), obtained from solarmonitor.org.

solarmonitor.org
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At the time of observations its latitude and longitude were 3◦ North and 13◦ West

respectively, with cosine of heliocentric angle µ = 0.96. It is a type-β sunspot group

of Hale classification (Hale et al., 1919) with clearly separated magnetic polarities.

It did one disk passage and did not produce any flares.

Figure 3.8: Active region NOAA 12706 as observed by HMI/SDO on the same day of
present observations. Images on the left and right panels correspond to continuum image

and LoS magnetogram respectively.

A region of 36 arcsec covering part of sunspot group was scanned in 60 steps

(0.6 arcsec per step) in approximately 14 minutes. As part of reduction, observa-

tional data are corrected for dark, aligned using saved row and column shift values,

and flat fielded. They are saved as level-1 observational data. Each of these data

frames is a linear combination of Stokes parameters. Next, D is applied to top and

bottom beams separately for level-1 observational data to compute the Stokes pro-

files. Resulting Stokes profiles suffer from three main problems: 1) Seeing induced

cross-talk, 2) Instrumental polarization and 3) Periodic fringes.

3.5.1 Seeing induced cross-talk

As mentioned in Section 2.3.1, PBD is used as analyzer to reduce seeing induced

cross-talk from I → Q, U, V. It is done by combining Stokes parameters from top

and bottom beams. Intensity raster images taken from top and bottom beams in
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Figure 3.9: (a) Single beam versus (b) Combined beam polarized spectrum. It can be seen
that dark and bright horizontal lines have disappeared after co-adding the beams which

signifies reduction in seeing-induced cross-talk.

spectral continuum are correlated to align the beams. For Stokes I, intensities from

both the beams are added and normalized. For Stokes Q, U and V, normalized

Stokes profiles from both beams are averaged. Figure 3.9 shows V/I spectra in bot-

tom beam and combined beam. As it can be seen, spurious variations are reduced

drastically.

3.5.2 Instrumental polarization
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Figure 3.10: Uncorrected Stokes profiles obtained after demodulation and co-adding the
beams.
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Figure 3.10 shows Stokes profiles corresponding to a region closer to sunspot

umbra. By looking at these profiles we make following observations:

1. Each profile is off-set from zero with a different value. This is due to I →

Q, U, V cross-talks.

2. U and V profiles look very similar but inverted. This is due to a strong V → U

cross-talk, as V is expected to be an order of magnitude higher than U.

3. Strong periodic fringes are present in Q along spectral direction. This could

be the spectral response of one of the components in polarimeter. It is most

likely AQWP as only it has broadband AR coating and every other compo-

nent has 854 nm AR coating.

The final step in the processing is to remove cross-talks due to instrumental po-

larization. Q → I, U → I and V → I cross-talks are ignored as significant portion

of the light would be unpolarized and the contribution from these terms would

affect the total intensity in the order of 0.1%. I → Q, I → U and I → V manifest

as offsets from zero in Q/I, U/I and V/I profiles. These are usually computed by

identifying the continuum level. But, considering the broad nature of spectral line,

it is difficult to identify the continuum level. Hence, they are estimated by applying

Fourier transform to each of normalized Stokes profiles and calculating the contri-

bution from near-zero frequency component, for each spatial location. Histograms

of Mueller matrix elements corresponding to I → Q, U, V cross-talks (Section 2.4)

are shown in Figure 3.11, and their values are given in Eq. (3.3).

MI→Q = −0.095± 0.004, (3.3a)

MI→U = −0.013± 0.004, (3.3b)

MI→V = −0.007± 0.003. (3.3c)
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Figure 3.11: Histograms of I → Q, U, V cross-talks.

To find out rest of the cross-talk terms, analysis given in Sanchez Almeida and

Lites (1992) is followed with minor modifications as outlined below. Q → V, U →

V are ignored as there are no parts of image with Q >> V or U >> V. To compute

V → Q and V → U cross-talks, Stokes profiles of photospheric lines (Si I 8536 Å

and Fe I 8538 Å) from sunspot’s umbra region are considered. They typically have

strong V, and several times weaker Q and U components. From data, these Q and

U signals above 3σ noise level are plotted against V signal from the same spectral

line position and straight lines are fitted to them. Such fit to estimate V → U is

shown in Figure 3.12.

Figure 3.12: Normalized Stokes U versus V taken from photospheric lines (Si I 8536 Å
and Fe I 8538 Å) in the region of sunspot umbra. Values below 3σ of noise (0.1) are not

considered.

Slopes of the lines give V → Q and V → U cross-talk values. There is not
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enough signal to compute V → Q cross-talk reliably, however V → U cross-talk is

computed to be MV→U = −0.584± 0.002.

Fringes in Q/I are removed by applying a high-pass filter in Fourier domain. A

filter is devised to specifically eliminate these components and it is applied. Final

corrected Stokes profiles are given in Figure 3.13. Resultants are saved as level-2

data.
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Figure 3.13: Final corrected Stokes profiles taken from 4× 4 pixel region towards edge of
sunspot umbra. Noise in the normalized Q, U and V profiles is measured to be ∼ 10−3. It
can be seen that the characteristic Stokes Q and U profiles with amplitudes of 3–5×10−3

are extracted.
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3.5.3 Polarimetric sensitivity

Polarimetric sensitivity is a minimum detectable polarization signal or noise equiv-

alent signal in normalized Stokes profiles. It is estimated from the normalized

Stokes profiles, similar to the ones shown in Figure 3.13. RMS value of Q/I and

U/I from spectral continuum region are estimated to be the noise power. This is

mainly stemming due to photon noise and flat field error. As a fraction of intensity

it is calculated to be 3× 10−3/pixel which is reasonably good for the active region

magnetic field measurements. This figure can be improved with a better detec-

tor. Using detectors that do not have etaloning effect will simultaneously reduce

photon noise and flat fielding errors.

3.5.4 Reconstructed image

We have also obtained context images for the region of interest by placing an-

other detector (ID) in the imaging channel. A broadband green filter with λ(∆λ) =

500 nm (10 nm) in conjunction with neutral density filters is used for the imaging.

Raw images are acquired with 0.15”/pixel plate scale and 100 ms exposure time.

Dark and flat frames are also acquired, and dark subtraction and flat fielding are

applied to the raw images. Figure 3.14 shows the image that is captured in the

imaging channel.

Figure 3.14: Context image obtained from the imaging channel of solar scanning polarime-
ter.
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Final data product of SSP after processing is a 4-D array consisting of four 3-D

arrays corresponding to each of the Stokes parameters. Each 3-D array has two spa-

tial and one spectral dimension. Array slice from spatial dimensions gives raster

image of region of observation. Figure 3.15 shows the raster image constructed with

Stokes-I data away from the line core (left) and from the line core (middle). Corre-

sponding field-of-view in the continuum image as seen by HMI/SDO is also shown

along side (right). It shows large scale features such as fragmented sunspots and

light bridge are captured. Raster image is blurred due to image motion induced by

open loop tracking and seeing. Low contrast horizontal and vertical stripes are also

noticed in the image. Horizontal stripes most likely are residuals from data process-

ing, and vertical stripes are due to a combination of image motion and coarse scan

step.

Figure 3.15: Left image: raster image obtained from SSP data in continuum, middle image:
raster image obtained from SSP data in Ca II 8542 Å line core, and right image: region of

interest taken from HMI continuum image, corresponding to SSP raster image.

3.5.5 Magnetogram construction

Once full Stokes spectral profiles for all the spatial locations are extracted, corre-

sponding magnetic field map is constructed by using theory of radiative transfer in

magnetized atmosphere. We have used Weak Field Approximation (WFA; Sanchez

et al., 1992) to obtain crude estimate of field strength. Eq. (3.4) shows equations cor-

responding WFA to compute line of sight field strength, transverse field strength
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and azimuth angle. Although it makes assumptions such as Zeeman split is much

smaller compared to velocity broadening (applicable to weak magnetic fields) and

constant velocity and magnetic field strength in the LoS direction (applicable only

if a thin layer in the atmosphere is considered), it is successfully applied to a num-

ber of scenarios to quickly estimate magnetic field, especially in the chromosphere

(Centeno, 2018). Figure 3.16 shows LoS magnetogram of observed region (left) ob-

tained by applying WFA. Photospheric LoS magnetogram for the same region as

obtained by HMI/SDO is shown alongside (right). Q and U signals are too noisy

to get any meaningful estimates of transverse component and azimuth angle of

magnetic field.

Bcosγ =
2.1× 1012

gLλ2
V

dI/dλ

Bsinγ =
2.5× 1012

gLλ2

[
∆λ(Q2 + U2)1/2

dI/dλ

]1/2

tan2χ = U/Q

(3.4)

Figure 3.16: Left: chromospheric LoS magnetogram obtained from SSP data, and right: pho-
tospheric LoS magnetogram by HMI.
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Figure 3.16 shows qualitative comparison of chromospheric magnetogram ob-

tained by SSP (Ca II 8542 Å) with photospheric magnetogram for the same region

obtained by HMI (Fe I 6173 Å). Encircled regions show some of the spatially finer

features that are captured in both the magnetograms. Although these features are

detected, they are not spatially corresponding with their photospheric counterpart,

due to the image drift caused by open-loop tracking system of KTT. Figure 3.17

shows scatter plot of chromospheric versus photospheric LoS magnetic field after

roughly aligning the features, and it shows that they correlate well (correlation co-

efficient 0.87) with each other.
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Figure 3.17: Line-of-sight magnetic field strength in chromosphere versus photosphere, for
a few features in the observed region of interest shown in Figure 3.16.

Inversion of full Stokes profiles results in estimating more physical parameters

such as LoS velocity and temperature. However, it is very much time and resource

consuming to invert all the profiles. In the final chapter we describe the process

and results of NLTE inversion of few of the observed Stokes profiles.
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3.6 Summary & Conclusion

In this chapter, we presented processing and analysis of the spectropolarimetric

data obtained from Solar Scanning Polarimeter. We have estimated various param-

eters that quantify SSP capabilities, such as polarimetric accuracy (better than 3%)

and sensitivity (3×10−3 per 0.6 arcsec). We were also able to estimate instrumental

effects to some extent. Signal-to-noise is improved to ∼ 10−3 by spatial and spec-

tral binning considering the seeing limited spatial resolution and slit width limited

spectral resolution. Looking at the amplitudes of characteristic Stokes Q and U

profiles (Figure 3.13), we see that the polarimetric accuracy would be several folds

better than that of our estimate of ∼ 3%. Scatter light measurements are limited

by residual effects from flat fielding in Stokes I data. After data processing, we

have constructed raster image and chromospheric line-of-sight magnetogram. We

have compared them with continuum image and photospheric line-of-sight magne-

togram obtained by HMI. Qualitatively they are in very good agreement. However,

there are a couple of caveats:

1. Raster images are blurred owing to random image motion due to jitters and

seeing, thusly limiting the spatial resolution.

2. Features (such as faculae/plages seen in magnetogram) are captured but their

spatial correspondence is lost due to persisting image drift, limiting the scope

of studying this data along with other data sets.

These problems are to be expected in a system where there is no closed-loop

control over image motion. Hence, we have developed Image Stabilization System

(ISS), a complementary system that can be integrated with SSP to arrest image mo-

tion that is mentioned in point (1) and provide stable image. It can also correct the

image drift to certain extent. Its design, development and testing are presented in

detail in Chapter 4. However, long term image drift described in point (2) has to be

arrested by auto-guiding, which is not in the scope of this work.
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Chapter 4

Image Stabilization System:

Design, Development & Testing

4.1 Introduction

In ground-based as well as space-based telescopes, environmental effects cause

image motion that severely limits the spatial resolution of observations. Table 4.1

lists out various factors that contribute to image motion and their effect, especially

in the context of KTT.

Table 4.1: Description of various factors that cause image motion and extent of their effect.

Image
motion

Contribution Cause and Comments

Drift few arcsec/minute, sys-
tematic and cumulative

Caused by misalignment in the Coelostat
system, tracking speed errors. It is to be
usually corrected by using auto-guiding.

Jitters up to few arcsec RMS,
random and slow (sev-
eral tens of Hz)

Caused by moving mechanical compo-
nents, wind loading and gusts. It is usu-
ally reduced by careful system design,
and actively correcting the remainder.

First order
aberrations

sub arcsec RMS, random
and fast (several hun-
dreds of Hz)

Caused by seeing that is, turbulence in
the atmosphere. It is to be corrected
dynamically (adaptive optics) or using
specialized observational and processing
techniques (speckle interferometry).
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Stabilization is essential requirement for imaging applications such as raster

scanning where, exposure times are longer than the timescales of disturbances

causing the image motion and different spatial locations are imaged at different

times. KTT has a Coelostat mounted in tower that tracks the Sun in open loop

and provides the beam of sunlight for imaging. However, there is no closed loop

control for this system and its consequences are evident. Figure 4.1 shows sample

data obtained from image motion studies at KTT by imaging solar features with 10

ms exposure time and 10 frames per second. It shows image motion in x (green)-

and y (blue)- directions, and corresponding power spectra. It is smoothed with a

Gaussian window (σ = 2 seconds) to obtain image drift component (black). Bar-

ring drift, total RMS image motion is ∼0.5”. In x-direction, we see a large drift of

3”/minute. Primarily, KTT has been used for spectroscopic and spectropolarimet-

ric observations. As we move to imaging be it raster scan or otherwise, stabilization

is imperative to obtain good quality observational data.
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Figure 4.1: Sample data from image motion studies conducted at KTT (data courtesy: Dr. R.
Sridharan). Left: image motion along x and y axes in arcsec vs. time, with drift indicated as
black solid line (smoothed with Gaussian window of σ = 2 seconds). Right: power spectral

density plot corresponding to image motion.

Image stabilization for SSP has two fold effect: 1) It improves spatial resolution

of raster images, and 2) It reduces seeing induced polarimetric cross-talk (Judge

et al., 2004) that is caused due to mixing of spatial elements of the image. Although

the latter improvement is anticipated, it is not discussed here. We developed Image

Stabilization System (ISS) as an upgrade to SSP to reduce the image motion thereby

improving its quality.
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A number of solar observatories are regularly employing image stabilization

systems as part of telescope and adaptive optics system (e.g., Coulter et al., 2014;

Fischer et al., 2016; Rao et al., 2016). Unlike night time astronomy where point

sources are readily available and their motion is easily measured by using their

centroid, solar imaging poses critical problem of image motion detection. The very

successful and common technique that is currently used in both space-based (e.g.,

Shimizu et al., 2008) as well as ground-based (e.g., Von Der Lühe et al., 1989) tele-

scopes is correlation tracking. In next sections, we describe the methodology of corre-

lation tracking and instrument setup to implement it. We detail the tests performed

with regard to main components, and image stabilization system calibration in the

laboratory. Finally, we conclude with testing the system at KTT, and its capabilities

and limitations.

4.2 Instrument

Image stabilization system is developed as complementary system to SSP’s raster

scanner. In its development, we have used methodology and inferences from pre-

vious developments at Udaipur Solar Observatory (Sridharan et al., 2007). Three

principle actions are performed repetitively in ISS to achieve image stabilization:

1) Image acquisition, 2) Shift computation and 3) Applying correction. A mirror

equipped with tip and tilt motion is setup in the path of beam that goes to the

science instrument. Part of reflected beam from the mirror is diverted for high

speed image acquisition, and rest is delivered to the science instrument. Images

are acquired at very short exposure (typically 1 ms or less) with fast readout so

as to capture frame in frozen environmental conditions. A reference image (Ire f )

is acquired at first, and subsequent running images (Irun) are compared with it to

compute the relative image shift (thus image motion). Once the shifts in both or-

thogonal directions are computed, tip and tilt corrections are applied to the mirror

so as to mitigate the image motion. Reference image is updated periodically (sev-

eral seconds, 3.5 seconds in present case) so as to capture any changes in the image.
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Implementation of aforementioned actions, their performance and instrument de-

tails are discussed below.

4.2.1 Image acquisition

We have used Andor Neo 5.5 sCMOS detector with global shutter and high

frame rate for image acquisition. Its full frame format is 2560×2160 pixels. How-

ever, we used 128×128 pixel region of interest to increase acquisition rate and sub-

sequently the computing speed. We use global shutter (as opposed to high speed

rolling shutter) option to ensure that all the pixels are exposed at the same time. An-

dor SDK3 is used to develop custom subroutines in C++ programming language.

Acquisition rate is tested to be∼563 frames per second using these custom subrou-

tines, which is close to manufacturer’s specification. Once an image is acquired,

1.7 ms shall elapse till the next image becomes available. A fraction of this time is

used for computing the image shift and applying tip-tilt corrections.

4.2.2 Shift computation algorithm

We have adopted Correlation technique using Fourier Transform (CFT) to esti-

mate image shifts. The correlation algorithm is robust for computing image shifts

for extended features, and implementing it using Fourier Transform (FT) is proven

to be faster (Löfdahl, 2010). Implementation algorithm for CFT is shown in Fig-

ure 4.2. Details of programming options are listed in Table 4.3. Each of the functions

is described below.

Pre-processing It consists of basic image corrections such as dark subtraction, flat

fielding and image normalization. Thusly all the images are corrected for pixel-to-

pixel sensitivity and overall image brightness variations.

Gradient correction It is done to remove slow intensity change across the image

that is caused by the setup or present in the feature itself. As method of using

Fourier transform to compute image shift is sensitive to such gradient it must be
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Figure 4.2: Flow diagram of shift computation algorithm that is implemented in C++

removed before transforming the image (von der Lühe, 1983). A surface given by

I = A + Bx + Cy + Dxy is fitted and subtracted from the image.

Windowing Solar features such as granule boundaries and sunspots are dark fea-

tures with bright surroundings. Sharp contrast from bright edge of the image re-

sults in residual spectral features after Fourier transform is applied. Although its

effect is prominent when the feature has very low contrast, we have incorporated

windowing to reduce spectral side lobes. Instead of bright image edge, intensity is

slowly reduced to zero in the edges by multiplying with custom window function.

Fast Fourier Transform It is an efficient and fast implementation of Fourier trans-

form. We have used third party “C” programming library FFTW3 (Frigo and John-

son, 2005) to perform forward and inverse Fourier transform operations. This li-

brary has optimizations for array with 2n size, Fourier transform from real to com-

plex arrays and Fourier transform from complex to real arrays, all of which are

relevant for the images acquired with ISS. It is applied on reference image (Ire f )

and the result (F (Ire f ) where “F” denotes Fourier transform operation) is stored.

Subsequent running images (Irun) are transformed (F (Ire f )) and used with F (Ire f )

to compute correlation.
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Correlation Correlation between two images using Fourier transform is computed

as given in Eq. (4.1) (von der Lühe, 1983) where “∗” denotes complex conjugate.

Fourier transforms of reference and running images are used to compute correla-

tion. Position of maximum correlation value with respect to the image center gives

relative shift between two images. Precision of shift calculated is one pixel.

Icorr = F−1(F (Ire f ).F (Irun)
∗) (4.1)

Interpolation Considering image shift in the order of tens of pixels and applicable

corrections, pixel level image shift computation might suffice for most applications.

However, for the cases of good seeing conditions and higher resolution, comput-

ing shift value to sub-pixel level yields even better corrections. Two dimensional

quadratic interpolation (von der Lühe, 1983) of 3×3 pixels is used for computing

sub-pixel level shift.

We have developed subroutines for aforementioned processes in C++ and tested

them for their speed and accuracy. Image motion data acquired from KTT is used

for the testing.

Speed Test For testing speed, a single reference frame and a single running frame

are loaded. Relative shift between them is computed repeatedly for 10,000 times.

This program is executed 100 times and results are plotted as shown in Figure 4.3.

The same test is applied for individual processes and their speed is computed. Re-

sults are summarized in Table 4.2 along with acquisition time, for the sake of com-

parison. As it can be seen, it takes 0.9 ms to compute shift for a 128× 128 image

using all the essential and optional processes. Compared to acquisition time of

1.77 ms, shift computation time is very less and hence we can say that ISS speed

would be limited by rate of acquisition.

Accuracy Test For testing accuracy, one of the images is selected from KTT image

motion study. One thousand frames (sub-images) with 128×128 format are selected

from the this image. First frame of the 1000 is selected to be the reference frame.



4.2. Instrument 77

0 20 40 60 80 100
Runs

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
A
v
e
ra
g
e
 e
x
e
cu
ti
o
n
 t
im

e
 i
n
 m

s
Total
Pre-processing
Gradient removal
Correlation
Interpolation

Figure 4.3: Plots of speed test results for shift computation subroutines. Each point corre-
sponds to average time estimated from 10,000 shift computations. Gray solid line for each
plot indicates average of 100 values in that plot. Occasional spikes are most likely caused

by the increase in load on the processor due to background processes.

Table 4.2: Time required for executing various processes of image shift computation, and
their comparison with acquisition process.

Task Execution time in ms

Pre-processing 0.15
Gradient correction 0.38

Correlation 0.29
Sub-pixel interpolation 0.07

Total execution 0.90
Total essential execution 0.52

Image exposure 1
Image read-out 0.77

Total image acquisition 1.77

Rest of the frames are selected in such a way that their relative shifts with respect

to the reference frame are random and within ±4 pixels (comparable to typical
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Figure 4.4: Accuracy test results for shift computation subroutines. Estimated shifts for x
and y axes are plotted against applied shift. Gray colour line represents x = y. Deviation

from applied values are at sub-pixel level.

shifts that we expect). We have used C++ subroutines to load them and compute

the image shifts. Results are plotted in Figure 4.4 and we conclude image shift

computations are accurate to the level of one-fifth of a pixel.

4.2.3 Applying corrections

After computing shift in pixels, corresponding corrections must be applied by

tipping and tilting the mirror that is present in light path so as to mitigate the image

motion. In order to achieve this, mirror is mounted on two-axis piezo-actuator. It tips

and tilts the mirror with a response time of the order of hundred µs when voltages

are applied to corresponding axes. Suppose P and V represent pixel shifts and

voltages required to be applied to cause such shift, we write their relation as

V = a.P (4.2a)

or Vx

Vy

 =

a00 a01

a10 a11

Px

Py

 (4.2b)
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where a is control matrix. Using aforementioned equation, incremental shifts

given in pixels are converted into incremental voltages. Procedure to calculate con-

trol matrix is described in Section 4.3.2. Once the voltages are computed, a correc-

tion signal is generated and applied by method of Proportional-Integral-Derivative

(PID) control. For actuator’s x axis nth correction ex[n] is given by Eq. (4.3), and a

similar relation follows for y axis too.

ex[n] = Kp.Vx[n] + Kd.
∆Vx[n]

∆n
+ Ki.

∑n
n−N Vx[n]

N
(4.3)

Kp, Kd and Ki are called proportional, derivative and integral gain constants respec-

tively. They are tuned iteratively by trial and error till we obtain desired residuals,

and the process is described in Section 4.3.3.

Piezo-actuator controller and amplifier provide provision to apply actuator volt-

ages by means of sending a serial command to controller or directly applying ana-

log voltage of range 0–10 V to amplifier. For high speed operation of actuator, we

have chosen to apply analog voltage using data acquisition (DAQ) card that is con-

trolled using associated C/C++ library.

4.2.4 Design

Figure 4.5 shows the layout of ISS and its integration into telescope system.

Mode switching mirror is replaced by Tip-Tilt Mirror (TTM) that is, a plane mirror

mounted on the actuator. Imaging channel is occupied by sCMOS detector (ID) to

acquire short exposure images at high frame rate. Actual system installed at the

KTT is shown in Figure 4.10. As the pixel size is too small for KTT’s plate scale,

re-imaging optics is used to de-magnify the image. A broadband filter of 100 Å is

used with the detector to enhance image contrast compared to white light. A set

of two polarizers, one stationary and other rotating, is used for light level control.

This is to ensure that ISS operates at highest possible speed with wide range of light

levels.

However, there is one severe limitation with this design. As ISS is operated in

the converging beam at KTT ( f #96) and spectrograph is the back-end instrument,
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Figure 4.5: Layout of image stabilization at the back-end of KTT. Vertical beam from the
Coelostat is folded by 90◦ and directed into the horizontal tunnel by M3. High speed ac-
quisition detector is placed in the imaging channel created by Dichroic Beam Splitter (DBS)

of the solar scanning polarimeter.

illumination on the grating changes as the image is moved by means of tipping

and tilting the converging beam. From geometry, shift in beam that falls on the

grating is estimated to be 30 times the image shift on the focal plane that is, if one

arsec image motion is corrected by TTM, beam on the grating moves by 5.5 mm.

Considering the illuminating beam size of ∼200 mm this effect may become signif-

icant only at large shifts. Previous image motion studies show that barring image

drift, RMS image motion is less than 0.5” in 20 second duration. Hence, we con-

clude that this limitation affects observations depending on seeing conditions, and

it needs further evaluation using actual observations.

4.2.5 Summary of components

Important specifications of the components and tools used in developing image

stabilization system are listed in Table 4.3.
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Table 4.3: Summary of important specifications of image stabilization system components.

Specification Value

Detector

Make and model Andor Neo 5.5

Type sCMOS

Region of Interest (pixels) 128×128

Minimum exposure time 0.7 ms

Frame rate (1 ms exposure with global shutter) 563

Workstation processor

Make and model Intel Core i5 3470

Clock speed 3.2 GHz

Number of cores and threads 4, 16

Programming

Programming language C++ (11)

Compiler GNU C++ compiler

Optimizations Default

Operating system Windows 7, 64-bit

Piezo-actuator

Make and model Piezosystemjena PSH 10/2

Tilt range ± 4 mrad

Mounting mirror size 25 mm (50 mm max.)

Resonance frequency 3.5 KHz

Piezo-amplifier

Make and model Piezosystemjena, EVD series

Amplifier input range 0 to 10 V

Amplification, Bias 15, –20 V

Typical slew rate 5 V/ms



82 Chapter 4. Image Stabilization System: Design, Development & Testing

Data acquisition card

Make and model National Instruments DAQ X-series

Number of analog outputs 2

Analog output range ± 10 V

4.3 Laboratory Testing

We have conducted several tests in the laboratory to characterize the image

stabilization system. Figure 4.6 shows layout of laboratory setup used to conduct

tests. Resolution target plate that is back-illuminated with white light is used as ex-

tended source. Motion-Mirror (MM) is another mirror mounted on piezo-actuator.

It is used to induce known image shifts. Tip-Tilt Mirror (TTM) and Imaging Detec-

tor (ID) are part of ISS. Beam f-ratio, and distance between the actuator and detector

is maintained to be comparable to that of the system present at KTT. In that sense,

laboratory setup emulates on-site setup.

Figure 4.6: Layout of the laboratory setup used for testing image stabilization system.
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4.3.1 Operating voltage range

We have tested actuator response in various voltage ranges to estimate whether

it would be optimum to operate in a particular voltage range. Piezo-actuator oper-

ates between –20 to 130 V range. Here we have considered ±10 V range centered

at 0 V, 30 V, 60 V for both x and y axes. Reference image is taken at center voltage.

First, voltage is slowly reduced by 10 V. Then it is slowly increased by 20 V and

subsequently decreased to reference voltage. Figure 4.7 shows the plots of results

obtained.
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Figure 4.7: Actuator response at different operating voltages centered at 0 V, 30 V and 60 V.

From this test (Figure 4.7), we see that actuator’s response is not the same at

higher voltages as it is at lower voltages. It appears to have different response to

increasing and decreasing voltage, resulting in higher hysteresis at higher voltages.

Hence, we have selected operating voltage to be centered at 0 V. Considering 1.5

to 2 pixel shift per volt being typical conversion factor as gathered from emulating

system, –20 to 20 V operating voltage should be sufficient to respond to image shifts

that are expected to be occurring.
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4.3.2 Calibration matrix

Consider the image shift to actuator voltage relation. For a linear system it is

given by Eq. (4.4) where s indicates calibration matrix, that is nothing but inverse

of control matrix a (Eq. (4.2)).

P = s.V (4.4a)

or Px

Py

 =

s00 s01

s10 s11

Vx

Vy

 (4.4b)

In the case of actuator reference axes being aligned with detector reference axes,

s becomes a diagonal matrix. However, it is not the case in practice. Hence s must

be computed by applying known voltages and measuring resulting shifts. This

procedure is calibration and it is executed in following steps.

1. Center voltages of operating voltage ranges are applied to both the axes.

2. Only Vx is varied and x and y pixel shifts are measured.

3. Only Vy is varied and x and y pixel shifts are measured.

4. Four plots (Px vs Vx, Py vs Vx, Px vs Vy and Py vs Vy) are obtained, and four

lines are fitted to them. Slopes of these lines are the elements of s.

Further, this matrix is inverted to get control matrix that can be used to convert

pixel shifts to respective voltages.

a = s−1 (4.5a)

or a00 a01

a10 a11

 =
1

s00s11 − s10s01

 s11 −s01

−s10 s00

 (4.5b)
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Figure 4.8: Calibration plots for estimating pixel to voltage conversion. Top: x and y shifts
when only Vx is varied, and bottom: x and y shifts when only Vy is varied. Slope of each

fitted lines gives an element of the calibration matrix.

Figure 4.8 shows plots of four lines that correspond to applied voltage versus

measured shifts. From these plots we compute

s =

−1.535 0.024

−0.035 −2.249

 (4.6a)
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a =

−0.651 −0.007

0.010 −0.444

 (4.6b)

We observe that the actuator has different responses for x and y axes. As the beam

is folded horizontally by 90◦ and mirror normal makes 45◦ with detector normal,

different axes have different response.

4.3.3 Estimating control parameters

Control parameters Kp and Kd are estimated by method of trial and error that is,

we change Kp and Kd in steps until acceptable corrections are achieved. Although

controls are developed to implement integral error correction, Ki is not used in the

tests as we observe that accumulated error is not significant. Our later observations

on telescope also support this. We arrived at a crude estimate for Kp and Kd in the

laboratory and used them as starting points when testing at the site. By nature, Kp

corrects for present error estimation and Kd corrects for error predicted for the next

sample.

We have introduced known image motion using motion-mirror and corrected

it with tip-tilt mirror of image stabilization system. By changing control parame-

ters and monitoring corresponding residuals, we arrived at optimum control pa-

rameters. We have applied sinusoidal voltage with fixed amplitude and various

frequencies to motion-mirror to induce image motion. Figure 4.9 shows image mo-

tion introduced and corrected for two frequencies.

When the frequency of image motion is low (10 Hz), setting Kp alone is suffi-

cient and delivered more than 80% reduction in image motion. At higher frequency

(50 Hz), using Kp alone resulted in amplified image motion but setting Kd = 0.5

yielded 10% reduction. Hence, we have decided to use Kp < 0.7 and Kd ∼ 0.5 for

further on-telescope testing of ISS.
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Figure 4.9: Image shift correction for low and high frequency disturbances. Top: 10 Hz
disturbance (blue) corrected with Kp = 0.7 alone (green). Bottom: 50 Hz disturbance (blue)

corrected keeping Kp = 0.7, and with Kd = 0.0 (green) and Kd = 0.5 (red).

4.4 On-telescope Testing

Main objective of ISS is to achieve image stabilization at KTT for solar imaging

related observations. Here, we describe installation of image stabilization system at

KTT and its integration into solar scanning polarimeter setup. Image stabilization

using sunspot region is used for validation and results are discussed.
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4.4.1 Installation

Image stabilization system is installed at KTT and integrated into solar scanning

polarimeter, by replacing mode switching mirror (first optical element of SSP in the

beam path) with tip-tilt mirror. Figure 4.10 shows ISS integrated into SSP. Imaging

channel provided by dichroic beam-splitter reflection is used for acquiring images.

A region of interest of 19′′ × 19′′ is covered by 128 × 128 pixels on the detector.

Green filter with λ (∆λ) = 5500 Å (100 Å) is used for imaging. Installed setup

follows the design as described in Section 4.2.4. We have computed the calibration

and control matrices for the system and stored as configuration file. Since there is

only one focal plane available that is, on the detector, it is not possible to calibrate

the system as described earlier. Instead, a shadow is cast on the detector by placing

an obstruction before the tip-tilt mirror, and that is used as a feature. Subsequently,

we have acquired the flats by randomly moving the solar image on the detector

and calculating average of the acquired frames.

4.4.2 Image stabilization using Sunspot

We have tested image stabilization system using a sunspot in the active region

NOAA 12734 for imaging, on March 9, 2019. Control parameters are tuned and

found to be Kp = Kd = 0.6. All the computed image shifts, applied corrections and

reference images are saved to the disk. This data are used to compute the image

motion that would have been induced at the time of ISS operation. Figure 4.11

shows image shifts and corresponding power spectra for x and y directions, and

overall, observed at 08:32 UT. Residual image shifts are compared with uncorrected

image shifts.

From plots shown in Figure 4.11, we see that there is a significant drift along

the x axis. This is consistent with previous image motion studies (Figure 4.1) which

also found persistent drift in that direction. We removed the drift component and

computed RMS image motion before and after corrections. They are tabulated in

Table 4.4.
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Figure 4.10: Image stabilization system integrated with solar scanning polarimeter at KTT.

Table 4.4: RMS image motion before and after applying corrections (rounded off to second
decimal place).

Parameter x y Total

Uncorrected RMS image motion (arcsec) 1.27 0.99 1.60
Drift subtracted uncorrected RMS image motion (arcsec) 0.56 0.73 0.92

Corrected RMS image motion (arcsec) 0.02 0.03 0.04
No. of folds improvement without considering drift 29 24 26

No. of folds improvement including drift 64 33 45

Ratio of power spectra corresponding to corrected and uncorrected shifts is

shown in Figure 4.12. For this system, 0 dB closed loop bandwidth that is, highest

frequency till which corrections are achievable, is found to be fBW = 110 Hz. It is

marked by a circle where power spectral ratio is 1, and corresponding frequency is

marked with vertical line.



90 Chapter 4. Image Stabilization System: Design, Development & Testing

Figure 4.11: Left: image shift in arcsec plotted against time and right: power spectral density
plots for corresponding image motion.
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Figure 4.12: Corrected to uncorrected power spectral ratio. Horizontal line is ratio = 1, and
vertical line is frequency for which power spectral ratio is 1.

For recording uncorrected images, we have performed high speed acquisition

alone without operating ISS and saved all the images to the disk. Figure 4.13 shows

average of reference images in correction loop (middle) and average image with-

out applying corrections (left). HMI/SDO image of the same spot is shown for

reference (right).
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Figure 4.13: Mean uncorrected image (left), mean corrected image (middle), and HMI/SDO
image (right) taken at the same time.

4.4.3 Discussion

Image stabilization system has been successfully demonstrated for KTT with

laboratory as well as on-telescope testing. Image motion is reduced by 26 times

(not considering the telescope drift) which corresponds to stabilization to a level of

1/10 times diffraction limited resolution of the telescope. We have quantified the

image quality by using image gradient, with the expression given in Eq. (4.7) as

I.Q.M.. Note that the image is normalized to the mean.

I.Q.M. = Σ(∇x I)2 + Σ(∇y I)2 (4.7)

where, ∇x and ∇y correspond to image gradients in x and y directions and I.Q.M.

is image quality measure.

The idea is that if image has no features then variations in the intensity that

is, its gradient would be zero. However, if image has become sharper then im-

age gradient should have values away from zero, increasing its variance (Helmli

and Scherer, 2002). The same is visualized in Figure 4.14 where the histograms of

absolute values of gradients of images are shown. Histogram corresponding to cor-

rected image has stronger tail than the one corresponding to uncorrected image. It

implies that the image has become sharper after applying corrections. I.Q.M for

corrected and uncorrected images is calculated to be 0.291 and 0.267 respectively.
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Figure 4.14: Histograms of absolute image gradient for uncorrected and corrected images.
Corrected image gradient has more values away from zero as seen in green colour. Overlap

of both histograms is shown in yellow colour.

From earlier studies as well as current observations, we gather that there is a

significant image drift which is main limitation for sustained image stabilization.

It can be clearly seen in x motion plot of Figure 4.11. Image is drifted by 2” in

one minute where as rest of the image motion is less than 0.5”. At present, we

could stabilize the image for three minutes in the morning (∼ 07:00–09:00 LT) where

aforementioned image motion is observed.

4.5 Summary & Conclusion

In present chapter, we have described a sub-system namely Image Stabilization

System (ISS) that can arrest the image motion induced in the focal plane of KTT. We

have selected appropriate components and algorithm, developed suitable subrou-

tines, and tested them in the laboratory. Subsequently, we have integrated ISS with

emulation of KTT setup in order to test the total system performance. After suc-

cessful testing in the laboratory, we have moved the system onto the telescope and

integrated it with Solar Scanning Polarimeter (SSP). We did on-telescope testing to
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evaluate its capability to stabilize the image and reported the results. Closed loop

bandwidth of the system is estimated to be 110 Hz, which should be very effective

in reducing even seeing induced image motion.

A number of limitations also must be evaluated before integrating ISS with SSP

for good. A typical spectropolarimetric observing run with 60 scan steps takes

about 14 minutes. In order for ISS to be operating for such duration, image drift

must be arrested with an auto-guider. Once the auto-guider is working, ISS perfor-

mance should be lasting for significantly higher duration. However, as discussed in

Section 4.2.4, effects of dynamic tip-tilt mirror on the spectrograph based back-end

setup also needs to be evaluated before the integration.

So far, we have described our instrumentation efforts towards producing chro-

mospheric magnetograms. In the context of the thesis, we conclude the instrument

development at this juncture however, with a wide scope for the future. A number

of improvements for the current system, and requirements for its successors are

discussed in Chapter 6. Further, otherwise applications of ISS are also discussed.
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Chapter 5

Correlation between the

Chromospheric and Potential

Extrapolated Magnetic Fields in

Active Regions

5.1 Introduction

Active region magnetic fields play integral role in solar dynamics. Interplay be-

tween the magnetic and gas pressures shapes the structures of active region mag-

netic fields. In deeper photosphere, magnetic field is confined as the gas pressure

is dominant. As we go outwards in the solar atmosphere gas pressure decreases,

magnetic field is less confined and magnetic field lines start to spread out. This ef-

fect continues until field from one magnetic element interacts with fields from other

magnetic elements. Consequently, at some point they lead to formation of a mag-

netic canopy, around heights corresponding to lower chromosphere (Giovanelli and

Jones, 1982). Observationally, magnetograms corresponding to lower photosphere

show confined patches with sharp boundaries where as magnetograms taken in

subsequent heights corresponding to upper photosphere, lower and middle chro-

mosphere show more and more diffused features (Giovanelli and Jones, 1982). At

the center of sunspots, magnetic field strength was observed to be decreasing with
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height. However, nearby locations that show next to no field strength in photo-

spheric magnetograms were recorded to be showing considerable field strength at

chromospheric level, owing to aforementioned phenomenon (Solanki et al., 2006,

Section 6 and references therein).

Considering such conditions of solar atmosphere, magnetic field configuration

can be modeled provided necessary information (that depends on the model) about

the magnetic field at the boundary is available. Generally, only photospheric mag-

netograms are obtained with high reliability and regularity (Keller et al., 2003;

Schou et al., 2012) as (1) a number of well modeled spectral lines with high sen-

sitivity to magnetic field (high Landé g-factor) are available, and (2) magnetic field

strength at the photospheric level is relatively high resulting in strong polarization

signal.

On the other hand, imaging observations are made in multiple broad and nar-

row spectral bands to image the Sun at various heights or temperatures (Lemen

et al., 2012; Ravindra et al., 2018). By means of modeling the magnetic field using

available magnetograms, it can be extrapolated to various heights (Sakurai, 1989;

Gary, 1989; Gary, 1996). Results of such modeling are widely used for the compar-

ative studies of magnetic fields with other imaging and magnetic field observations

(Teuber et al., 1977; Choudhary et al., 2001; Ravindra and Venkatakrishnan, 2003;

Tu et al., 2005; McCauley et al., 2015).

As discussed in Section 1.2.3, simple assumption to model magnetic field can be

to think of it to be current-free and extrapolate it using photospheric magnetogram

as lower boundary condition. This has worked reasonably well in the past for var-

ious kinds of studies. For smaller regions of interest, potential magnetic field ex-

trapolation can be made assuming plane parallel geometry. Choudhary et al. (2001)

have used observed chromospheric magnetograms (obtained from spectropolari-

metric observations of Ca II 8542 Å line), and computed chromospheric magne-

tograms (obtained from potential magnetic field extrapolations) for a statistical
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study of three dimensional structure of the active regions. For the magnetic field ex-

trapolations, photospheric magnetograms (obtained from spectropolarimetric ob-

servations of Fe I 8688 Å line) were used as lower boundary. They found that the

computed and observed chromospheric magnetograms have best correlation at a

height of 800 km, and in the weak field range (few hundreds of Gauss) observed

magnetic field is close to potential in nature.

Such extrapolations were also used to understand relation between photospheric

magnetic fields and structures observed in upper layers (Ravindra and Venkatakr-

ishnan, 2003; Tu et al., 2005). For full disk magnetograms, magnetic field is extrap-

olated assuming a potential field with source surface (PFSS) in spherical geometry

(Schatten et al., 1969; Schrijver and Derosa, 2003). This was used to model the

magnetic field at coronal heights. Results from such modeling were used for com-

parative study with EUV coronal images (e.g., McCauley et al., 2015; James et al.,

2017) and radio observations (e.g., James et al., 2017).

In the present study, we apply Potential Magnetic Field Extrapolation (hence-

forth referred as PMFE) to active region magnetic fields, in the context of finding

the probable height of chromospheric spectral line formation in active regions. We

assume plane parallel geometry and use photospheric magnetograms of selected

active regions as lower boundary to model the magnetic field at various heights

above the photosphere. Such extrapolated magnetograms are then compared with

observed chromospheric magnetograms obtained from spectropolarimetric obser-

vations of Ca II 8542 Å spectral line. Extrapolated magnetogram that yields highest

correlation with observed chromospheric magnetogram corresponds to the height

of line formation for that particular active region. We apply this to a number of

active regions to find probable height of line formation in the active regions. Pho-

tospheric as well as chromospheric magnetograms used for this study are obtained

by Synoptic Optical Long-term Investigations of the Sun (SOLIS; Keller et al., 2003)

of National Solar Observatory (NSO). This could have also been done with the data

obtained from SSP. However, during our observation period number of active re-

gions was very low, and also the field of view of our instrument is small. Hence,
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we used the data taken from other observing facility.

5.2 Instrument & Data

For the present study of comparing the chromospheric active region magnetic

fields with the extrapolated photospheric magnetic fields, it is good to use the data

obtained from the same instrument and if possible at the same time. It is also good

if the active region is located close to the disk center to avoid any possible effects of

projection. Below, we describe the observing instrument, and data obtained from it

and its analysis.

5.2.1 Observing instrument

The data used for present study are acquired by Vector SpectroMagnetograph

(VSM) of SOLIS, a synoptic solar observing facility operated by National Solar

Observatory (NSO). VSM is a back-end instrument for 50 cm telescope of SOLIS.

It has a combination of polarimeter unit and slit based Littrow spectrograph. It

records the spectrum of three spectral ranges corresponding to following lines: Fe I

6301.5 Å - 6302.5 Å, Ca II 8542 Å and He I 10830 Å. As for the polarimeter, two

sets of calibration modules (one for Fe I and another for Ca II ) are placed in front

of the slit. Three sets of liquid crystal retarder based modulators (one for circular

polarimetry of Fe I lines, another for vector polarimetry of Fe I lines and the last

one for circular polarimetry of Ca II) are mounted on a sliding mechanism placed

behind the slit. The slit has 2048 arcsec spatial coverage along its length.

Spectra corresponding to aforementioned lines are formed near the slit, and a

focal plane beam splitter splits it into two 1024 arcsec long spectra. They are re-

imaged onto two detectors with polarizing beam splitters placed just before each

detector. Thusly, each detector records two orthogonal states of polarization data

corresponding to each hemisphere of the solar disk. For each slit position on the

solar disk, polarimetry is performed. Spatial scanning is achieved by moving the

telescope in declination direction while tracking the Sun. For each slit position,

modulated intensities are recorded for computing the Stokes profiles. This data is
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processed to produce photospheric vector magnetograms and chromospheric Line-

of-Sight (LoS) magnetograms (BLoS). Scanning the full disk with spectropolarimet-

ric observations of Fe I and Ca II takes approximately 20 minutes and 40 minutes

respectively.

5.2.2 Data description

Vector spectromagnetograph produces full disk LoS or vector magnetic field

maps of the Sun at photospheric (vector) and chromospheric (LoS) heights by means

of spectropolarimetric observations of Fe I and Ca II lines. Data from the two detec-

tors that observe each of the solar hemispheres are stitched together and following

important processes are applied to produce Stokes profiles corresponding to full

disk :

• Gaps in the raster image due to splitting the beam are corrected.

• Intensity is normalized so that data from both the detectors is consistent.

• Image distortion and curvature in the spectra are corrected.

• Wavelength is approximately calibrated.

Once corrected data are obtained, Stokes profiles are inverted to produce the

magnetic field map. Milne-Eddington (Skumanich and Lites, 1987) inversion is

applied to Fe I Stokes profiles to produce photospheric magnetogram. For chro-

mospheric magnetogram, Weak Field Approximation (WFA; Jefferies et al., 1989) is

applied to Ca II Stokes profiles. Solar disk is centered with respect to the frame and

rotated so as to match the image axes to reference axes of heliographic coordinate

system. We have used level-2 data for our analysis which consists of 2048× 2048

pixel full disk LoS magnetograms with spatial plate-scale of 1 arcsec/pixel. Rele-

vant information is stored in the header.



100 Chromospheric and Potential Extrapolated Magnetic Fields

Figure 5.1: Photospheric (left) and chromospheric (right) magnetograms as observed by
VSM/SOLIS. They are taken 100 minutes apart yet there is good correspondence between

them as shown in encircled features.

5.3 Analysis & Results

5.3.1 Data selection & preparation

For present study, we have considered LoS photospheric and chromospheric

magnetograms of active regions observed through the years 2014 and 2015. These

years correspond to part of solar maximum (2014) and subsequent declining phase

(2015) of solar activity. Hence, a good number of active regions are available for

the study, and magnetic flux balanced region can be selected without overlap from

the other active regions (although it is solar maximum of present cycle, it is much

weaker compared to previous solar maxima; SILSO, 2019). Magnetograms have

been selected by applying following criteria:

• Time gap between observations of photosphere and chromosphere should be

as less as possible (less than 2 hours) so that there is maximum correspon-

dence between features observed at those heights.

• Location of the active region and its spatial extent as seen in photospheric

magnetogram should be close to disk center so as to avoid any projection

effects. A condition is imposed that cosine of heliocentric angle µ < 0.9.

• Continuum raster image should have less smearing so that the observed fea-

tures can be properly compared.
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• Region of interest about the active region is carefully selected in such a way

that the magnetic flux imbalance at photospheric boundary is very low, by

imposing ΣBLoS/Σ|BLoS| < 0.05

• Chromospheric magnetic field strength should be approximately within±1200 G.

Chromospheric LoS magnetograms computed by applying WFA to Ca II 8542 Å

Stokes profiles have certain limitations. They are accurate within 10% up to

the field strengths of∼1200 G and systematic errors are introduced for higher

field strengths (Centeno, 2018).

Following aforementioned criteria, we have selected 38 active regions. They

are of different field strengths, and corresponding regions of interest have different

areas. We have followed the steps mentioned below before applying PMFE:

• Region of interest in chromospheric magnetogram corresponding to region in

photospheric magnetogram is selected. Their coordinates would be different

as the features would have noticeably moved on the solar disk in the time gap

between their observations.

• Region of interest coordinates, µ and time of acquisition are noted and saved.

• As the implementation of PMFE involves using Fast Fourier Transform (FFT),

it causes aliasing effects (Alissandrakis, 1981). Although its consequences are

severe when magnetic field strength is high at RoI edges (which is not the case

here), we have multiplied the magnetogram region of interest with a custom

window function to mitigate any effects.

5.3.2 Potential magnetic field extrapolation

Solutions for current-free case, ∇× B = 0, were proposed in terms of various

special functions (Bessel function, Fourier series or Green’s function) for a number

of cases where different information at the boundary is available (BLoS, BVertical or

B; Alissandrakis, 1981 and references therein). They were given for a region of

interest assuming the plane parallel geometry. For this statistical study, we have
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Figure 5.2: Correlation Coefficient for observed chromospheric magnetogram and com-
puted magnetic field map from PMFE as a function of height of extrapolation.

used computationally less expensive solution proposed by Nakagawa and Raadu

(1972) in terms of Fourier series, expanded by Alissandrakis (1981). It requires the

map of magnetic field component that is normal to the surface at the boundary. So,

we used LoS photospheric magnetogram from the disk center. We have selected

the active regions accordingly. Its formulation is detailed in Alissandrakis (1981).

Using LoS photospheric magnetogram as lower boundary condition, we have

extrapolated the magnetic field up to 3000 km above photosphere sampling at ev-

ery 20 km height. Next, magnetic field map at each height that is obtained from

PMFE is correlated with observed chromospheric magnetogram and Correlation

Coefficient (CC) is calculated. Correlation coefficient versus height of extrapolation

is plotted as shown in Figure 5.2. Height corresponding to maximum CC is noted.

Figure 5.3 shows a sample of selected data and the result. It shows photospheric in-

tensity image and LoS magnetogram, and chromospheric LoS magnetogram along

with magnetic field map that is obtained by applying PMFE.
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Figure 5.3: A sample of the active region used for the study (19/09/2015). Top left : Pho-
tospheric magnetogram, top right: chromospheric magnetogram, bottom left: magnetic field
map constructed by applying potential extrapolation to photospheric magnetogram at 980
km (corresponds to highest CC with chromospheric magnetogram), and bottom right: con-

tinuum image of the active region.

5.3.3 Correlation height

We have applied PMFE to all the selected active regions. We have obtained the

height corresponding to the maximum correlation for each active region. Figure 5.4

shows comparison of computed and observed field strengths for two different ac-

tive regions (AR 12436 and AR 12448) with two different peak CC values. Scatter

corresponding to computed field strength seems to be narrower than the scatter cor-

responding to the observed field strength, which is also noted in previous study

by Choudhary et al. (2001). In some cases, computed and observed magnetic field

values tend to deviate from each other at higher field strengths.

Figure 5.5 shows scatter plot and histogram of the inferred heights with bigger

dot size representing higher CC (dot’s size and CC are not linearly proportional). In
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Figure 5.4: Observed and computed chromospheric magnetic fields vs. photospheric
magnetic fields. Computed field from PMFE is constrained more tightly than observed
field. Top: AR 12436 as observed on 23/10/2015, and bottom: AR 12448 as observed on

09/11/2015.

the Figure 5.5 (top), we observe that each active region has different maximum cor-

relation height, spread between 500 to 1600 km above the photosphere. But, most

of the regions show maximum correlation around 1000 to 1200 km. Corresponding

histogram in the same figure shows large spread in the correlation height starting

from 500 km to 1600 km, with peak being at ∼1110 km above the photosphere.

5.4 Summary & Discussion

We conducted a pilot study to compute the maximum correlation height of ob-

served chromospheric magnetogram with respect to magnetograms modeled using
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Figure 5.5: Top: heights corresponding to maximum correlation between computed and
observed chromospheric magnetograms of selected active regions. Bottom: histogram of
heights of maximum correlation that are shown in the top plot. The gap between 700 and

820 km is due to less number of samples.

their photospheric counterpart, in the active regions. We did so by applying poten-

tial magnetic field extrapolation to active region magnetic fields. Photospheric and

chromospheric Line-of-Sight (LoS) magnetograms obtained from SOLIS are used

for the study. They were constructed by using spectropolarimetric observations of

Fe I 6302.5 Å and Ca II 8542 Å lines respectively.

Consequently, height of maximum correlation is found to be ∼1110 km above

photosphere, which is likely the height of formation for Ca II 8542 Å spectral line.
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But, to be more specific, this height is with respect to the line formation height of

Fe I 6302.5 Å as photospheric magnetograms are constructed using that line. Pho-

tosphere is taken to be a height in solar atmosphere where optical depth for solar

continuum at 5000 Å becomes 1 (τ5000 = 1 ). Bommier et al. (2006) computed height

of formation of Fe I 6302.5 Å line core with respect to τ5000 = 1 as∼260 km for an ac-

tive region. In Jones et al. (2002), authors have applied potential field extrapolation

to existing LoS magnetograms at a height of 200 km above photosphere in order to

simulate VSM photospheric (Fe I 6302.5 Å ) magnetograms. If we take these results

as they are, estimate of height of Ca II 8542 Å line formation would be ∼1350 km

from τ5000 = 1.

We see a strong spread in histogram shown in Figure 5.5 with σ = 260 km which

amounts to > 20% of estimated height. In a previous work by Qu and Xu (2002),

Ca II 8542 Å line core is found to be sensitive to height ranging from 1100 km to

1900 km with respect to τ5000 = 1 for the quiet Sun. Lagg et al. (2017) present a plot

corresponding to τ = 1 height for various chromospheric spectral lines in the quiet

Sun, and for Ca II 8542 Å it varies in the range of approximately 1100 km to 1900 km

with respect to τ5000 = 1. Comparing with aforementioned results, we can say that

Ca II 8542 Å spectral line forms at lower heights in the active regions as compared

to the quiet Sun.

Figure 5.6 shows one of the active regions used in this study and its comparison

with lower coronal image taken from AIA/SDO. One set of field lines are marked

with red and it looks like ‘S’. It indicates that these field lines connect magnetic

poles with twisting (Low and Berger, 2003) that is, magnetic field need not poten-

tial all the time. Although current-free modeling provides valuable information

on relation between different features and magnetic fields, they are not so realis-

tic representation of solar magnetic fields rather a first order approximation. In

order to account for the twist in the magnetic field, α has to be non-zero. A sim-

pler choice would be to use α(x, y, z) = constant, assuming Linear Force-Free (LFF)

condition (Gary, 1989). A more realistic choice would be to use spatially varying

α considering Non-Linear Force-Free (NLFF) magnetic fields (Low and Lou, 1990;
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Figure 5.6: A sample of active region used for the study (17/06/2014). Top: white light
image, middle: lower coronal image taken from AIA/SDO 171 Å, and bottom: photospheric
magnetogram. In coronal image, a set of magnetic field lines in ‘S’ shape (marked in red

colour) that indicate twist in the magnetic field.

Wheatland et al., 2002; Wiegelmann, 2004; and see Schrijver et al., 2006 for compari-

son of different methods). Both of these models were also applied to active regions

to understand their relation with flares or eruptions (Jing et al., 2010; Sun et al.,

2012; Feng et al., 2013). Hence, instead of using PMFE, LFF or NLFF extrapolations

shall be used to better model the active regions.

For the better statistical study, data set also shall be expanded. As this is a pilot
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study, we have used only two years of data. SOLIS LoS photospheric and chro-

mospheric magnetograms are being recorded since 2003. Such large data sets also

enable us to extend our study to various active regions such as sunspots, pores, and

faculae. As we do not have such observations yet using Solar Scanning Polarimeter

(SSP) for a statistical study (it is recently installed and there are not many active re-

gions appearing due to the solar minimum), existing datasets of photospheric and

chromospheric magnetograms were used. The dataset also shall be expanded to

include observations using SSP. As only regions of interest can be observed, rela-

tively smaller scale magnetic structures such as pores or selected sunspots can be

observed. As there is 13 hour time difference between local times of SOLIS and

KTT, chromospheric magnetic field measurements from these facilities shall com-

plement each other and we shall have better temporal coverage. Although line

formation height needs to be found from the radiative transfer, it can be indepen-

dently examined from the comparative study of extrapolated and observed mag-

netic fields.
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Chapter 6

Summary & Future Work

In this thesis, I have described instrumentation efforts that we made towards

producing chromospheric magnetograms. I have briefly introduced the study of

solar atmosphere and outlined the importance of measuring the magnetic fields in

the solar atmosphere, especially in the chromosphere. I have described the devel-

opment of a polarimeter for existing solar observational facility, associated subsys-

tems, data processing pipeline, and analysis of the existing chromospheric magne-

tograms. This thesis work is summarized below along with its scope and what is

needed for the future.

6.1 Chromospheric Magnetic Field

Magnetic fields permeate the solar atmosphere and they play central role in

solar dynamics. Morphology and dynamics of so called active regions need to be

studied at various heights throughout the solar atmosphere in order to advance the

understanding of their role in solar activity and associated energetic events (Lagg

et al., 2017). Towards this goal, a number of observing facilities produce magnetic

field maps i.e., magnetograms of the Sun. Most of these magnetograms are made at

the photospheric heights, and some are made at chromospheric heights. As chro-

mosphere offers some unique conditions (e.g., close to force-free state; Metcalf et al.,

1995), obtaining magnetograms at these heights would aid in better modeling of

magnetic fields in the solar atmosphere (e.g., Wiegelmann et al., 2008).
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6.1.1 Solar Scanning Polarimeter: Design, Development & Testing

We have added a new instrument, Solar Scanning Polarimeter (SSP) to Ko-

daikanal Tower-tunnel Telescope (KTT) of Kodaikanal Solar Telescope (KSO), an

existing solar observational facility. Its objective is to expand the capabilities of

present observing facility by enabling measurements of chromospheric magnetic

fields of the active regions with Zeeman diagnostics of Ca II 8542 Å spectral line.

KTT consists of a Coelostat for tracking, refracting objective and slit based High

Resolution Spectrograph (HRS) at the focal plane. We have designed and devel-

oped SSP, tested its components in the laboratory, and installed it at the back-end

of KTT before the slit. It consists of polarimeter unit, polarimetric calibration unit

and raster scanner. Zero-order wave plates rotating in steps are used for polarimet-

ric calibration and modulation. We have developed customized control electronics

and observing software to operate SSP. It is capable of scanning a 120×60 arcsec2

region of interest and producing spectrally resolved full Stokes profiles correspond-

ing to that region.

Solar scanning polarimeter is also modeled to reduce the instrumental polariza-

tion which emerged as a natural consequence of the instrument setup. Instrumen-

tal polarization is a significant hurdle in the process of accurate measurements of

Stokes parameters, especially in the optical system with inclined mirrors (e.g., Hale,

1912). We have extended previously developed instrumental polarization model of

the telescope (Balasubramaniam et al., 1985), and propose a way to reduce polariza-

tion cross-talks. However, it needs to be fit to the observations of specific features

(e.g., Skumanich et al., 1997) in order to get estimates of the model parameters.

6.1.2 Spectropolarimetry: Data Reduction, Calibration & Observations

State of Polarization (SoP) of light is sensitive to any changes in the media,

making spectropolarimetry challenging, observation and post-processing wise. We

have acquired required datasets that enable the extraction of full Stokes profiles.

These data are processed accordingly by taking various effects into account (Wöhl

et al., 2002) such as detector response, misalignment (between slit, grating and
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detector), distortion caused by the optics and cross-talks due to instrumental po-

larization. A typical spectropolarimetric observation with 1 sec exposure and 60

scanning steps covering 36×60 arcsec2 took approximately 14 minutes. We have

estimated polarimetric sensitivity and accuracy of the observations to be few times

10−3 and 10−2 respectively, both of which are limited mainly by the detector.

A number of challenges specific to present system such as etaloning effect in

the sensor, and lack of instrumental polarization cross-talk measurements (only

modeling is done) are addressed and resolved. Relevant instrumental polariza-

tion cross-talks are inferred from observations and corrections are applied (e.g.,

Sanchez Almeida and Lites, 1992). Thusly, full Stokes parameters of the observed

region of interest are extracted. Finally, Weak Field Approximation (WFA; Landi

Degl’Innocenti, 1992) is applied to the Stokes profiles to obtain Line-of-Sight (LoS)

magnetogram. Although we can detect characteristic Stokes Q/I and U/I pro-

files after binning several pixels, it is difficult to bring out meaningful information

concerning the transverse magnetic field. Polarimetric sensitivity is restricted by

etaloning effect in the sensor substrate. Slow readout of the detector causes polari-

metric calibration a long time hence limiting the accuracy. A detector which has

matching sensing area, good response for 850 nm wavelength radiation and faster

readout would significantly improve the performance of the polarimeter.

6.1.3 Image Stabilization System: Design, Development & Testing

Raster scan observations of solar scanning polarimeter suffer from poor image

resolution as there is no closed loop control over tracking and imaging. We have

envisaged an Image Stabilization System (ISS) to reduce the image motion that is

ubiquitous in ground-based observations. We have designed and developed ISS

and associated subroutines. We utilized correlation tracking (e.g., von der Lühe,

1983) of solar features such as sunspots or pores to dynamically compute the im-

age motion. We have used piezo-actuator based tip-tilt mount with mirror to apply

the corrections to arrest the image motion. Dynamic computation of correlation is

implemented using Fast Fourier Transform (Von Der Lühe et al., 1989). We have
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tested the subroutines for speed and accuracy. We have tested the ISS in the labo-

ratory and tuned the tip-tilt actuator system. We have integrated image stabiliza-

tion system into scanning polarimeter and tested it at KTT. We have achieved 0 dB

bandwidth of 110 Hz, with a closed loop image acquisition and correction rate of

563 s−1. These developments are anticipated to improve the resolution of images

obtained using raster scanner based system.

6.1.4 Correlation between the Chromospheric and Potential Extrapolated

Magnetic Fields in Active Regions

We have used potential extrapolation (Alissandrakis, 1981) of active region mag-

netic fields in order to estimate the probable height of Ca II 8542 Å spectral line for-

mation. We have used existing LoS photospheric and chromospheric magnetogram

data obtained by Vector SpectroMagnetograph (VSM) of Synoptic Long-term Opti-

cal Investigations of the Sun (SOLIS; Keller et al., 2003) to model the active region

magnetic fields. By means of doing so, we have arrived at an estimate for the Ca II

8542 Å line formation height (Choudhary et al., 2001). We have assumed a rela-

tively simpler model of active region magnetic field being current-free or potential.

Subsequently we have used this condition to extrapolate the magnetic field to dis-

crete heights spanning 3000 km above the photosphere, using photospheric magne-

togram as lower boundary. Computed magnetic field at each of the discrete heights

is compared with observed chromospheric magnetogram to obtain height of their

maximum correlation. Although spectral line formation is determined from the-

ory of radiative transfer in magnetized solar atmosphere, statistical studies like the

aforementioned one can provide an outlook on probable height of line formation.

In future, we hope to expand the dataset and model with much more realistic con-

ditions such as applying Non-Linear Force-Free (NLFF; e.g., Low and Lou, 1990)

extrapolations to refine our present study.
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6.2 Future Scope & Needs

6.2.1 Multi-line Spectropolarimetry

Solar scanning polarimeter is developed as a chromospheric vector magneto-

graph for observing Ca II 8542 Å spectral line. However, its capabilities can be

expanded to observe multiple spectral lines. We have made provision at HRS to

record spectra of observing two lines simultaneously for their comparative study

(Nagaraju et al., 2008a): Hα 6563 Å and Ca II 8662 Å. We have considered the space

restrictions imposed at high resolution spectrograph to mount multiple detectors.

We have also modified the observing software to conduct two-line spectropolari-

metric observations. We tested retardance of the waveplates for 6563 Å experimen-

tally and results are tabulated in Table 6.1.

Table 6.1: Retardance values of waveplates at 6563 Å.

Waveplate Fraction of λ Retardance

QWP, CWP 0.331 λ/3.02
HWP 0.666 2λ/3

AQWP 0.258 λ/3.88

Present balanced modulation scheme is designed keeping single wavelength of

observation in mind (8542 Å). Hence, we are preparing a new modulation scheme

that results in good polarimetric efficiency for both the aforementioned lines of

interest.

Although waveplates are still relevant in solar polarimetric observations, other

modulators mentioned in Section 2.1 have a specific advantage of speed. By mod-

ulating the intensity at a rate that is higher than the frequency of seeing induced

variations, corresponding cross-talks can be significantly reduced. A combination

of such temporal and spatial modulations can provide highest polarimetric sensi-

tivity as well as accuracy. Some progress has already been made by testing liquid

crystal based materials as polarimetric modulators (Nagaraju et al., 2018). In ad-

dition, high speed adaptive image correction systems (for starters, tip-tilt based
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image stabilization system) would enable high imaging resolution also. Such in-

struments would also output high data volume for the processing and analysis.

6.2.2 Spectropolarimetric Inversions

Observed Stokes profiles are shaped by solar atmospheric conditions, and we

shall retrieve the information on physical parameters such as temperature, mag-

netic field using the observations. It is a problem of inversion and it is analytically

a complex problem. In practice, solutions are obtained by numerical computa-

tions. By applying theory of radiative transfer, Stokes profiles shall be inverted and

thereby solar atmospheric conditions shall be obtained. Weak field approximation

that is used to compute magnetic field has very limited scope when it comes to es-

timating physical parameters. By applying spectropolarimetric inversions to Ca II

8542 Å, we get a more detailed picture of the physical conditions of the chromo-

sphere, and to some extent photosphere as well (Quintero Noda et al., 2016).

Polarized radiation transfer equation in magnetized media takes the form of

(Jefferies et al., 1989)

dI
dz

= −Kt(I− S) (6.1)

Here, I is Stokes vector, z is height and S is the source function. In the same equa-

tion, Kt is a 4×4 matrix that consists of various terms representing absorption and

magneto-optic effects of magnetized media on propagating polarized radiation.

They are functions of optical depth and they depend on physical conditions of the

atmosphere such as temperature, velocity and magnetic field. Their detailed for-

mulation is presented in Jefferies et al. (1989). The formulation shows that Stokes

profiles’ dependence on the atmospheric parameters is very complex in nature. A

reliable method to obtain solution is by numerical means using response function

formulation, that is given by (Stix, 2004, Chapter 4),

δI =
∫

Rx(λ, τ)δx(τ)dτ (6.2)
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Here, I is Stokes vector and Rx is the response function. Rx indicates how sensitive

output (Stokes profile) is to change in a particular input parameter (x). At each

wavelength point (λ) Stokes parameters are computed by integrating the effects of

physical conditions over given range of τ.

We have used Non-LTE Inversion COde using the Lorien Engine (NICOLE)

(Socas-Navarro et al., 2015) for inverting the Stokes profiles. It considers NLTE

conditions of the chromosphere. It employs a number assumptions, nevertheless

they has been tested to be mostly valid for Ca II lines (Socas-Navarro et al., 2015

and references therein). Some of the relevant assumptions being : (1) NLTE atomic

populations are computed assuming statistical equilibrium, (2) Frequency and di-

rections of emitted photon and previously absorbed photons are independent of

each other, (3) Only Zeeman effect induced polarization is considered, and (4) At

each spatial location Stokes profiles are computed assuming that the same condi-

tions extend in horizontal direction infinitely.

For the process of inversions, we input the observed Stokes profiles, and a

guessed model atmosphere as a starting point. A model atmosphere consists of

temperature (T), three components of the magnetic field (Bx, Bx and Bz), line of

sight velocity (vz), electron pressure (pel) and micro-turbulent velocity (vmic) as

functions of optical depth (τ5000). These parameters varied in a small amount, cor-

responding Stokes profiles are synthesized and weighted χ2 is computed. This

process is repeated to minimize the χ2, and it is stopped when acceptable χ2 is

achieved or maximum number of iterations is reached. Main outputs are best fit

model atmosphere and best fit Stokes profiles.

We used FALC quiet Sun model atmosphere (Fontenla et al., 1993) that is dis-

tributed with NICOLE package as a starting point. It produces quiet Sun spectra

that is closer to the observed one (Quintero Noda et al., 2016), therefore it might

converge faster and to a better solution. Model atmospheric parameters are varied

by setting the number of nodes. Nodes are the points distributed (by default there

are equally spaced) across τ5000 at which parameters are varied. For example, sup-

pose two nodes are set for T for the range τ5000 = 1.5 to -7.5. It means T is varied
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at τ5000 = 1.5 and τ5000 = -7.5 and rest of the values are inferred by connecting these

nodes (straight line). Table 6.2 lists out number of nodes and other parameters used

for the inversion.

Table 6.2: Input parameters and nodes used for inverting Stokes profiles with NICOLE.
Number of nodes are equally spaced in τ.

Parameter Value

Starting wavelength 8541.32 Å
Wavelength step 10.8 mÅ

No. of wavelength points 180
Wavelength range 1.90 Å

Instrumental broadening 1.1 km/s
Inversion mode NLTE

Noise level 1.7× 10−3

Parameter No. of nodes

Temperature, T 6
Line-of-sight velocity, vlos 1

Magnetic field component, Bz 2
" , By 2
" , Bx 2

Micro-turbulent velocity, vmic 1

We present sample inversions of the Stokes profiles obtained from three regions

near the sunspot. They are Stokes profile of 2×2 binned pixels to reduce the noise.

We have carefully normalized them with respect to the local continuum. They are

inverted following aforementioned conditions. Note that Q→ U and U → Q cross-

talks are not corrected as the instrumental polarization model parameters are yet to

be estimated by using observations. Hence, we present transverse magnetic field

strength without azimuth. A quick look reveals that the initial model temperature

corresponding to τ5000 = -4.5 to -7.5 has changed. Geometric height corresponding

to τ5000 = -4.5 to -7.5 is most likely the region where line core is sensitive to the

temperature (see Quintero Noda et al., 2016 for the study using response functions).

We see that BLoS has increased with height in the regions away from the umbra.

After these test runs, we see that the transverse magnetic field components are

still difficult to obtain as Stokes Q and U do not have enough signal. This calls

for the same requirement that is discussed earlier: detector. A faster detector with
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Figure 6.1: Raster image with marked regions from which Stokes profiles are inverted and
corresponding fit models are presented.

better response (high quantum efficiency and no etaloning effect) would increase

the signal to noise and there by improve the sensitivity.

We have applied spectropolarimetric inversions to all of the observed profiles

however, the results have indicated that initial model requires careful monitoring

(mainly due to signal-to-noise concerns). Multiple runs of spectropolarimetric in-

versions are daunting as they tend to be computational power hungry. In present

case, a workstation with quad-core 3.2 GHz processor took several minutes to exe-

cute a single inversion run. It may require several such runs to obtain a proper fit if

noise is high or initial parameters needed modification. For larger fields of view it

becomes increasingly cumbersome and to tackle the problem new approaches may

be needed. In that context, a future requirements could be: instead of synthesizing

Stokes profiles several times for every inversion, one can synthesize several mil-

lion Stokes profiles corresponding to a variety of the atmospheric conditions and
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Figure 6.2: Best fit Stokes profiles for the observed Stokes profiles (with noise level of
1.7 × 10−3) corresponding to the regions marked in Figure 6.1. Top: region 1, middle:

region 2 and bottom: region 3.
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Figure 6.3: Best fit models for the observed Stokes profiles corresponding to the regions
marked in Figure 6.1. Top: region 1, middle: region 2 and bottom: region 3.
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store them for look-up. It requires having customized software tools to look-up the

synthetic profile database but in the long run it may reduce the time spent for the

inversions. In this regard an in-depth study of advantages and trade-offs is needed.

6.2.3 First Order Adaptive Optics

Wavefront tip and tilt are the first order aberrations that translate to image mo-

tion in the focal plane. Tip-tilt correction based image stabilization systems very

often are at the first stage of Adaptive Optics (AO) systems (Glindemann, 1997;

Coulter et al., 2014; Fischer et al., 2016; Rao et al., 2016; Johnson et al., 2016). Image

stabilization system that is capable of correcting seeing induced image motion is

the first order AO system, and it would significantly reduce the stroke requirement

on the deformable mirror used in low order and high order AO systems leading to

their better performance. On the other hand, it also reduces seeing-induced polar-

ization cross-talks, resulting in better polarimetric accuracy (Judge et al., 2004).

At present, we are using 128×128 pixel region of interest of a 2560×2160 sC-

MOS detector for image acquisition. Corresponding frame rate for 1 ms exposure

is ∼563 s−1. Maximum achievable frame rate in global shutter mode is ∼660 s−1.

Present system bandwidth is mainly limited by this frame rate of the detector. At

present, our ISS is capable of reducing the image motion to the tenth of diffraction

limited resolution of the telescope. Future systems needed for upcoming larger

telescopes such as National Large Solar Telescope (NLST; Hasan et al., 2010) need

detector with faster readouts so that it will not become bottleneck of the image

stabilization system.
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